
[FOR ONLINE PUBLICATION]

A Experimental instructions

A.1 Experiment 1 (Lab)

Overview of Experiment

Thank you for agreeing to take part in this study which is funded by the Australian

Research Council. Please read the following instructions carefully. A clear understanding

of the instructions will help you make better decisions and increase your earnings from

the experiment.

You will participate in two experiments today: Experiment 1 and Experiment 2.1 You

will receive detailed instructions for each experiment before you participate in them. Note

that your decisions in Experiment 2 will not change the earnings that you receive from

Experiment 1. You will be informed of the outcomes of both experiments at the end of

today’s session.

You will be paid for the decisions you make in either Experiment 1 or Experiment 2. This

implies that you should carefully consider all of the decisions you make in both experi-

ments as they may determine your earnings. Whether you will be paid for Experiment

1 or Experiment 2 will be randomly determined at the end of the session. Your final

payment today will also include a $10 participation fee.

During the experiments, we will be using Experimental Currency Units (ECU). At the

end of the session, we will convert the amount you earn into Australian Dollars (AUD)

using the following conversion rate: 10 ECU = 1 AUD.

At the end of Experiment 2, you will be asked to fill out a brief questionnaire asking

you some general questions. All of the decisions you make in today’s session will remain

anonymous.

Please do not talk to one another during the experiment. If you have any questions,

please raise your hand and we will come over to answer your questions privately.

1Note that in the instructions, we use Experiment 1 and Experiment 2 to refer to the two tasks
(dictator game and investment task) that subjects participate in.
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Experiment 1

You will participate in Experiment 1 in groups of two. The computer will randomly

match you with one other person in the room. You will never learn the identity of your

partner.

Each of you is given an endowment of 300 ECU, and you are asked to divide this amount

between yourself and the person you are matched with.

At the end of today’s session, if this experiment is picked for payment, then you will be

paid either according to your decision or according to the decision made by your randomly

matched partner. The computer will randomly determine whose allocation decision will

be implemented.

Example. Suppose you choose to divide your endowment by keeping 200 ECU for

yourself and giving 100 ECU to your matched partner. Your matched partner decides

to keep 130 ECU and give 170 ECU to you. If, at the end of the experiment, the

computer randomly determines that it is the allocation of your matched partner that

gets implemented, then your payment will be 170 ECU and your matched partner’s

payment will be 130 ECU.

Are there any questions? If not, we will proceed with Experiment 1.
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Experiment 2

Experiment 2 consists of six identical rounds. At the end of the experiment, if you are

paid for Experiment 2, then the computer will randomly pick one of the six rounds for

payment.

You will participate in each round in groups of three. At the beginning of each round,

the computer will randomly match you with two other people in this room with whom

you have not been matched before. You will never learn the identity of your partners.

Each round consists of three stages.

Stage 1: Appointment of a group leader.

In this stage, one group member will be assigned to be the leader of the group. There

will be four possible methods to determine who is assigned the role of the leader. At the

beginning of each round, the computer will reveal which method will be used to determine

the leader for that round.

Method 1: One group member will be randomly assigned by the computer to be the

leader. Hence, each group member has an equal chance of being assigned the role of the

leader.

Method 2: The group member who transferred the lowest amount to his/her matched

partner in Experiment 1 will be assigned to be the leader (ties will be broken randomly).

Method 3: The group member who transferred the highest amount to his/her matched

partner in Experiment 1 will be assigned to be the leader (ties will be broken randomly).

Method 4: Each individual within the group will be asked to indicate whether you prefer

your leader to be someone who has transferred the highest or the lowest amount to

his/her matched partner in Experiment 1. The computer will then randomly pick one

of the decisions of the group members to implement. If your decision is implemented,

then one of your other two group members will be appointed to be the leader based on

your preference. Hence, you will not be appointed to be the leader if your decision is

implemented.
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Example 1. Suppose the leader is appointed using Method 4. In Experiment 1, Player

1 chose to transfer 100 ECU to his/her matched partner, and Player 2 chose to transfer

160 ECU to his/her matched partner. Player 3 indicates that his/her preferred leader is

someone who has transferred the lowest amount to his/her matched partner in Experiment

1. If the computer randomly determines that Player 3’s decision will be implemented,

then Player 1 will be assigned the role of the leader.

You will only need to indicate your preferred leader for Method 4 once, at the beginning

of Experiment 2. The same decision will be used whenever Method 4 is being used to

determine the appointment of the group leader.

Stage 2: Investment decision by the group leader.

The leader will be given an endowment of 300 ECU. S/he will be asked to choose be-

tween two investment options that will affect the payoffs of all group members. Each

investment can either fail or succeed. The two investment options have different chances

of success/failure. They also have different costs to the leader.

Specifically, the two investments are:

Investment X: This investment costs 250 ECU to the leader. It will succeed with a

75% chance, and fail with a 25% chance.

Investment Y: This investment costs 50 ECU to the leader. It will succeed with a

25% chance, and fail with a 75% chance.

The payoffs to the leader and each group member in this stage of Experiment 2 are

calculated as follows:

1. Payoff to leader = 300 ECU − Cost of investment + Returns on investment

2. Payoff to each group member = Returns on investment

Note that the amount that you receive from each investment may be different in each

round, and this may affect the final payoffs to the leader and each group member. How-

ever, you will always receive a higher payoff if the investment succeeds, and a lower payoff

if it fails. Please pay attention to these numbers on the screen in each round.

Figure A1 shows an example where the returns of each investment options are 200 ECU if

the investment succeeds, and 0 ECU if the investment fails, i.e., as shown by the numbers

in red.
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Figure A1: Investment Options (Example of a Round)

Example 2. Suppose in the round depicted in Figure A1, the leader chooses Investment

X for the group. Then, the investment costs the leader 250 ECU, and will succeed with a

75% chance and fail with a 25% chance. At the end of the experiment, if the investment

succeeds, then each group member will receive 200 ECU, and the leader will receive

(300− 250 + 200) = 250 ECU for this stage of Experiment 2.

Example 3. Suppose in the round depicted in Figure A1, the leader chooses Investment

Y for the group. Then, the investment costs the leader 50 ECU, and will succeed with a

25% chance and fail with a 75% chance. At the end of the experiment, if the investment

fails, then each group member will receive 0 ECU, and the leader will receive (300− 50 +

0) = 250 ECU for this stage of Experiment 2.

You will be informed whether you have been assigned the role of the leader at the end of

the experiment. Hence, you will be asked to make an investment decision in Stage 2 of

each round assuming that you have been assigned the role of the leader. Your decision

will be implemented if you have been assigned the role of the leader for that round.

At the end of the experiment, all group members will learn how much they have received

from the chosen investment, but they will not learn the investment decision of the leader.
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Stage 3: Beliefs of the other group members.

After you have made your investment decision, you will be asked to predict which invest-

ment your leader has chosen, assuming that someone else in your group has been assigned

the role of the leader.

Specifically, we would like to know how likely it is in your opinion that the leader has

chosen Investment X. Suppose there were 100 people in the position the leader is in now.

How many of them do you think would choose Investment X?

You will need to choose a number between 0 and 100. A higher number means that you

think the leader is more likely to have chosen Investment X.

The specific questions you will be asked are listed below.

Question 1

Suppose there were 100 people in the position the leader is in now. How many of them

do you think would choose Investment X?

In Question 2, you are given additional information. You are asked to evaluate the same

question with this additional information. Specifically, you should consider whether your

guess of the leader’s decision will be different, given that you know the outcome of the

investment chosen by your leader.

Question 2

Suppose you are informed that the investment chosen by your leader has

succeeded, and you have therefore received the high payoff.

Now consider whether your guess will be higher than, lower than, or the same as

the one you stated in Question 1. That is, suppose there were 100 people in the

position the leader is in now. Given an outcome of high payoff, how many of them

do you think have chosen Investment X?

Suppose you are informed that the investment chosen by your leader has

failed, and you have therefore received the low payoff.

Now consider whether your guess will be higher than, lower than, or the same as

the one you stated in Question 1. That is, suppose there were 100 people in the

position the leader is in now. Given an outcome of low payoff, how many of them

do you think have chosen Investment X?
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The computer will randomly select one of these two questions and you will be paid for

your response to this question. If Question 2 is chosen for payment, then you will be paid

for your answer to the scenario that corresponds to the actual outcome of the investment

chosen by your leader.

The section below describes how your payoff in Stage 3 will be determined. This procedure

has been used in many other studies. We explain the procedure in detail, but what is

most important is that this payoff structure is designed such that it is in your best interest

to report your true belief about your leader’s decision.

Your payment for the question randomly chosen by the computer is determined as follows.

You will receive 10 ECU with some chance. Your chance of receiving 10 ECU depends

on your answer and the leader’s decision. The closer your guess is to the actual decision

made by your leader, the higher is your chance of receiving the fixed payment of 10 ECU.

Specifically, your chance of receiving 10 ECU is determined by the following formula:

Chance of receiving 10 ECU =

[
1−

(
x− your guess

100

)2
]
× 100.

x takes the value of 100 if your leader chose Investment X, and x takes the value of 0 if

your leader chose Investment Y.

To illustrate, suppose your leader has chosen Investment X. This means that x = 100

in the formula above, and your chance of receiving 10 ECU will be higher if your guess

is higher. If you state 100 as your guess that the leader has chosen Investment X, then

your chance of receiving 10 ECU will be [1−
(

100−100
100

)2
]× 100 = 100. On the other hand,

suppose your leader has chosen Investment Y instead, while your guess remains at 100.

This means that x = 0 in the formula above, and your chance of receiving 10 ECU will

be [1−
(

0−100
100

)2
]× 100 = 0.

Here is another example:

Example 4. Suppose you guess 70 as the chance that your leader has chosen Invest-

ment X for the group. At the end of the experiment, the computer reveals that your

leader has chosen Investment X for the group. Hence, your chance of receiving 10 ECU

will be [1−
(

100−70
100

)2
]× 100 = 91.
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To determine whether you receive 10 ECU, the computer will randomly draw a number

between 0 and 100 (including decimal points). If the number drawn by the computer is

less than or equal to your chance of receiving 10 ECU as determined by the formula above,

then you will receive 10 ECU. Otherwise, you will receive 0 ECU. Hence, in Example 4

above, if the number randomly drawn by the computer is less than or equal to 91, then

you will receive 10 ECU. Otherwise, you will receive 0 ECU.

Payment for Experiment 2:

At the end of the experiment, if you are paid for Experiment 2, then the computer will

randomly select one of the six rounds for payment. For the randomly chosen round:

1. If you are assigned the role of the leader, then you will be paid according to your

investment decision in Stage 2 only.

2. If you are not assigned the role of the leader, then you will be paid according to

your leader’s investment decision in Stage 2, plus your decisions in Stage 3. The

computer will randomly select one of the two questions in Stage 3, and you will be

paid for your response to this question.
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Summary

1. You will participate in six identical rounds in Experiment 2. At the beginning of

each round, the computer will randomly match you to a new group with two other

people. Each round consists of three stages.

2. In Stage 1, one group member will be assigned to be the leader of the group. There

are four possible methods to determine who is assigned the role of the leader. You

will be informed which method will be used to determine the leader at the beginning

of each round.

In Method 1, the computer will randomly assign one group member to be the leader.

In Method 2, the group member who transferred the lowest amount to his/her

matched partner in Experiment 1 will be assigned to be the leader.

In Method 3, the group member who transferred the highest amount to his/her

matched partner in Experiment 1 will be assigned to be the leader.

In Method 4, you will be asked to indicate whether you prefer your leader to be

someone who has transferred the highest or the lowest amount to his/her matched

partner in Experiment 1. The computer will pick one of the decisions of the group

members to implement. If your decision is implemented, then one of your other

two group members will be appointed to be the leader based on your preference.

Hence, you will not be appointed to be the leader if your decision is implemented.

You will be asked to indicate your preferred leader for Method 4 once, at the

beginning of Experiment 2. The computer will use the same decision whenever

Method 4 is being used to determine the leader.

3. In Stage 2, you will be asked to make an investment decision, assuming that you

have been assigned the role of the leader. The leader will be given an endowment

of 300 ECU, and s/he will be asked to choose between two investment options that

will affect the payoffs of all group members. Your decision will be implemented for

your group only if you have been assigned the role of the leader for that round.

4. Investment X and Investment Y may be different in each round. In each round,

the amount that you receive from each investment may be different, but you will

always receive a higher payoff if the investment succeeds, and a lower payoff if it

fails. The investment options will be shown on your computer screens.
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5. In Stage 3, you will be asked to predict which investment your leader has chosen,

assuming that you have not been assigned the role of the leader. You will be asked

two questions.

In Question 1, you will be asked to predict how likely it is in your opinion that

the leader has chosen Investment X. You will need to choose a number between 0

and 100. A higher number means that you think the leader is more likely to have

chosen Investment X.

In Question 2, you are given additional information. Specifically, you will be asked

the same question under two different scenarios: (i) suppose you are told that the

investment has succeeded; and (ii) suppose you are told that the investment has

failed. You should consider whether your guess of the leader’s decision will be higher

than, lower than, or the same as the one you stated in Question 1, given that you

know the outcome of the investment chosen by your leader.

6. The payoff structure used to determine your payment in Stage 3 is designed such

that it is in your best interest to report your true beliefs about your leader’s decision.

7. At the end of the experiment, the computer will randomly select one of the six

rounds for payment. For the randomly chosen round, if you are assigned the role

of the leader, then you will be paid according to your decision in Stage 2. If you

are not assigned the role of the leader, then you will be paid according to your

leader’s decision in Stage 2, as well as your decisions in Stage 3. The computer will

randomly select one of the two questions in Stage 3 for payment.

If you have any questions, please raise your hand and an experimenter will come to you

to answer your questions privately. Otherwise, please wait patiently for the experimenter

to launch the practice questions on your computer screens. The purpose of these practice

questions is to make sure that you understand the experiment. If you have any questions

at any time, please raise your hand and an experimenter will come over to answer your

questions privately.

Once everyone has completed the practice questions, we will proceed with one practice

round for Experiment 2. The purpose of the practice round is to allow you to familiarize

yourself with the decision screens. Your decisions in the practice round will not affect

your payments for today’s experiment. We will proceed with Experiment 2 once everyone

has completed the practice round.
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Practice Questions (Experiment 2)

1. I will be paid for the decisions in both experiments today. True/False [Ans: False]

2. We will participate in six identical rounds in Experiment 2. If we are paid for

Experiment 2, then we will be paid for our decisions in one of the six rounds.

True/False. [Ans: True]

3. We will participate in each round of Experiment 2 in groups of three. One group

member will be assigned the role of the leader. True/False [Ans: True]

4. In Experiment 1, Player 1 chose to transfer 160 ECU to his/her matched partner,

Player 2 chose to transfer 115 ECU to his/her matched partner, and Player 3 chose

to transfer 160 ECU to his/her matched partner.

Suppose the leader is appointed using Method 2. Which of the following is correct?

[Ans: (b)]

(a) Player 1 will be assigned the role of the leader.

(b) Player 2 will be assigned the role of the leader.

(c) Player 3 will be assigned the role of the leader.

(d) Both Player 1 and Player 3 have an equal chance of being assigned the role of

the leader.

5. In the above example, suppose the leader is appointed using Method 3. Which of

the following is correct? [Ans: (d)]

(a) Player 1 will be assigned the role of the leader.

(b) Player 2 will be assigned the role of the leader.

(c) Player 3 will be assigned the role of the leader.

(d) Both Player 1 and Player 3 have an equal chance of being assigned the role of

the leader.

6. Suppose the leader is appointed using Method 4. Suppose also that your preference

for leadership appointment is randomly chosen by the computer to be implemented.

Which of the following is correct? [Ans: (b)]

(a) Depending on what I indicate as my preference of the appointed leader, I have

a chance of being assigned the role of the leader.

(b) Regardless of what I indicate as my preference of the appointed leader, I will

definitely not be assigned the role of the leader.
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7. Suppose the leader is appointed using Method 4. In Experiment 1, Player 1 chose

to transfer 200 ECU to his/her matched partner, and Player 2 chose to transfer 85

ECU to his/her matched partner. Player 3 indicates that his/her preferred leader

is someone who has transferred the highest amount to his/her matched partner in

Experiment 1.

Suppose Player 3’s decision is randomly chosen by the computer to be implemented.

Which of the following is correct? [Ans: (a)]

(a) Player 1 will be assigned the role of the leader.

(b) Player 2 will be assigned the role of the leader.

(c) Both Player 1 and Player 2 have an equal chance of being assigned the role of

the leader.

8. Which of the following is correct? [Ans: (b)]

(a) The other group members will be informed of the investment chosen by the

leader, but not the amount they have received from the investment.

(b) The other group members will be informed of the amount they have received

from the investment chosen by the leader, but not the investment chosen by

him/her.

(c) The other group members will be informed of the investment chosen by the

leader, and the amount they have received from the investment.
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9. Consider the investment options depicted in the figure below.

Figure A2: Investment Options (Practice Question)

Suppose the leader chooses Investment X.

(a) At the end of the experiment, the computer randomly determines that the

investment succeeds.

If you are not the leader, how many ECU will you receive from Stage 2 of

Experiment 2? [Ans: 250 ECU]

(b) At the end of the experiment, the computer randomly determines that the

investment fails.

If you are the leader, how many ECU will you receive from Stage 2 of Exper-

iment 2? [Ans: 100 ECU]

A13



10. Which of the following is true? [Ans: (c)]

(a) I will be paid for my decision in Stage 3 of Experiment 2 regardless of whether

I have been assigned the role of the leader or not.

(b) I will be paid for my decision in Stage 3 of Experiment 2 only if I have been

assigned the role of the leader.

(c) I will be paid for my decision in Stage 3 of Experiment 2 only if I have not

been assigned the role of the leader.

11. In Stage 3, I will be asked two questions. If I am paid for Stage 3 of Experiment

2, then I will be paid according to my answers to both questions. True/False [Ans:

False]

12. Suppose you strongly believe that the leader of your group has chosen Investment

Y. Which of the following statement is true? [Ans: (b)]

(a) It is in my best interest to choose a higher number as my guess of “how likely

is my leader to have chosen Investment X”.

(b) It is in my best interest to choose a lower number as my guess of “how likely

is my leader to have chosen Investment X”.

(c) It is in my best interest to choose 50 as my guess of “how likely is my leader

to have chosen Investment X”.
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A.2 Experiment 2 (Online)

Overview

Thank you for participating! You will receive $5 for completing today’s experiment, and

the instructions explain how you can make decisions and earn more money.

You will participate in two tasks today: Task 1 and Task 2. You will be paid for the

decisions you make in either Task 1 or Task 2. Whether you will be paid for Task 1 or

Task 2 will be randomly determined by the computer at the end of the session.

During the experiments, we will be using Experimental Currency Units (ECU). At the

end of the session, we will convert the amount you earn into Australian Dollars (AUD)

using the following conversion rate: 20 ECU = 1 AUD.

At the end of Task 2, you will be asked to fill out a brief questionnaire asking you some

general questions. All of the decisions you make in today’s session will remain anonymous,

and you will never learn the identities of the other participants in today’s session.

A15



Task 1
(Treatment S)

You will participate in Task 1 in groups of three. The computer will randomly match

you with two other people from today’s experiment. You will stay in the same group for

all of Task 1.

You will participate in three rounds of a decision task. Each round consists of two stages.

Stage 1: Investment decision by the group leader.

One group member will be randomly assigned by the computer to be the leader at the

beginning of Task 1. In Stage 1, if you are the leader, you will be asked to make an

investment decision for your group. Your role will remain the same for all three rounds

of Task 1.

If you are the leader, you will be given an endowment of 300 ECU in each round. You will

choose between two investment options that will affect both your payoff and the other

group members’ payoffs. Each investment can either fail or succeed. The two investment

options have different chances of success/failure, as well as different costs to you.

Specifically, the two investment options are:

Investment X: This investment costs you 250 ECU. It will succeed with a 75%

chance and fail with a 25% chance.

Investment Y: This investment costs you 50 ECU. It will succeed with a 25% chance

and fail with a 75% chance.

The payoffs to the leader and each group member in this stage are calculated as follows:

1. Payoff to leader = 300 ECU − Cost of investment + Returns on investment

2. Payoff to each group member = Returns on investment
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The table below shows an example where the return from each investment option is 200

ECU if it succeeds, and 0 ECU if it fails. These values are shown in red.

Investment
Option

Cost to
Leader

Investment
Payoff to each Member Payoff to Leader

if investment: if investment:

Succeeds Fails Succeeds Fails Succeeds Fails

X 250 75% 25% 200 0
250 50

(= 300 − 250 + 200) (= 300 − 250 + 0)

Y 50 25% 75% 200 0
450 250

(= 300 − 50 + 200) (= 300 − 50 + 0)

Table A1: Investment Options (Example of a Round)

Example. Suppose you are the leader, and you choose Investment X as shown in Table

1 above. Then, the investment costs you 250 ECU, and it will succeed with a 75% chance

and fail with a 25% chance. If the investment succeeds, then you will receive (300 − 250

+ 200) = 250 ECU and each of your group members will receive 200 ECU. Instead if the

investment fails, then you will receive (300 − 250 + 0) = 50 ECU and each of your group

members will receive 0 ECU.

Please note that in each round of Task 1, the returns from the investment options will

be different. Within each round, both investments will provide the same high return if

they succeed, and the same low return if they fail. However, the chance of failure and

success will be different for different options (as stated above). Please pay attention to

these values on the screen.

The other group members will never learn your investment decisions in the three rounds.

At the end of the experiment, they will learn how much they will receive from the chosen

investment, but they will not learn whether you chose Investment X or Y.
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Stage 2: Beliefs of the other group members.

In Stage 2, if you are not assigned to be the leader of your group, you will be asked to

predict how likely it is in your opinion that your leader has chosen Investment X.

The specific questions you will be asked are listed below.

Question 1

How likely do you think it is that your Leader has chosen Investment X?

Specifically, what is the chance out of 100 that s/he has chosen Investment

X?

In Question 2, you are given additional information. You are asked to evaluate the same

question with this additional information.

Question 2(a)

Suppose you are informed that the investment chosen by your leader has

succeeded. This gives you a high payoff.

Now consider whether your prediction will be higher than, lower than, or the same as

the one you stated in Question 1. Specifically, given that the investment has succeeded,

what is the chance out of 100 that s/he has chosen Investment X?

Question 2(b)

Suppose you are informed that the investment chosen by your leader has

failed. This gives you a low payoff.

Now consider whether your prediction will be higher than, lower than, or the same as the

one you stated in Question 1. Specifically, given that the investment has failed, what is

the chance out of 100 that s/he has chosen Investment X?

For both questions, you will need to choose a number between 0 and 100. A higher

number means that you think your leader is more likely to have chosen Investment X.
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For your payment, the computer will randomly select one of these two questions and you

will be paid for your response to this question. If Question 2 is chosen for payment, you

will be paid for Question 2(a) if the investment has succeeded or Question 2(b) if it has

failed.

To determine your payment, we use a procedure which has been used in many other

studies. For the question randomly chosen by the computer, you receive either 200 ECU

or 0 ECU. The closer your prediction is to the actual decision made by your leader, the

higher is your chance of receiving 200 ECU. Hence, what is most important is that this

procedure is designed such that it is in your best interest to report your true belief about

the chance that your leader has chosen Investment X.

[The exact details of how your payment will be determined are available here (link to

separate document) if you are interested, but it is not necessary for you to read these

notes.]

Payment for Task 1:

At the end of the experiment, if you are paid for Task 1, then the computer will randomly

select one of the three rounds for payment. For the randomly chosen round:

1. If you are the leader, then you will be paid according to your investment decision

in Stage 1 only.

2. If you are not the leader, then you will be paid either according to your leader’s

investment decision in Stage 1, or your predictions in Stage 2, but not both. The

computer will randomly determine which one you will be paid for.
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Summary

1. In Task 1, the computer will randomly divide you into groups of three. One group

member will be randomly assigned by the computer to be the leader of the group.

You will stay in the same group and role for all of Task 1. You will be informed

whether you are assigned to be the leader at the beginning of Task 1.

2. You will participate in three rounds in Task 1. Each round consists of two stages.

3. In Stage 1, if you are the leader, you will be asked to make an investment decision.

You will be given an endowment of 300 ECU in each round, and you will choose

between two investment options that will affect both your payoffs and the other

group members’ payoffs.

4. The returns from Investment X and Investment Y will be different in each round.

However, within each round, both investments always provide the same high return

if they succeed and the same low return if they fail.

5. In Stage 2, if you are not the leader, you will be asked to predict how likely it is

in your opinion that your leader has chosen Investment X. The payoff structure

used to determine your payment in Stage 2 is designed such that it is in your best

interest to report your true belief about your leader’s decision.

6. At the end of the experiment, the computer will randomly select one of the three

rounds for payment. For the randomly chosen round:

(a) If you are the leader, then you will be paid according to your decision in Stage

1.

(b) If you are not the leader, then you will be paid either according to your leader’s

decision in Stage 1, or your predictions of your leader’s decision in Stage 2.

You have arrived at the end of the instructions for Task 1.

Please return to the experiment and click the button on the screen to start

the practice questions.
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Task 1
(Treatment D)

You will participate in Task 1 in groups of three. The computer will randomly match

you with two other people from today’s experiment. You will stay in the same group for

all of Task 1.

You will participate in three rounds of a decision task. Each round consists of two stages.

Stage 1: Investment decision by the group leader.

One group member will be randomly assigned by the computer to be the leader at the

beginning of Task 1. You will be informed of your role at the end of the experiment.

In Stage 1, you will be asked to make an investment decision assuming that you are the

leader of your group. Your decision will be implemented at the end of the experiment if

you are the leader of your group. Your role will remain the same for all three rounds of

Task 1.

If you are the leader, you will be given an endowment of 300 ECU in each round. You will

choose between two investment options that will affect both your payoff and the other

group members’ payoffs. Each investment can either fail or succeed. The two investment

options have different chances of success/failure, as well as different costs to you.

Specifically, the two investment options are:

Investment X: This investment costs you 250 ECU. It will succeed with a 75%

chance and fail with a 25% chance.

Investment Y: This investment costs you 50 ECU. It will succeed with a 25% chance

and fail with a 75% chance.

The payoffs to the leader and each group member in this stage are calculated as follows:

1. Payoff to leader = 300 ECU − Cost of investment + Returns on investment

2. Payoff to each group member = Returns on investment
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The table below shows an example where the return from each investment option is 200

ECU if it succeeds, and 0 ECU if it fails. These values are shown in red.

Investment
Option

Cost to
Leader

Investment
Payoff to each Member Payoff to Leader

if investment: if investment:

Succeeds Fails Succeeds Fails Succeeds Fails

X 250 75% 25% 200 0
250 50

(= 300 − 250 + 200) (= 300 − 250 + 0)

Y 50 25% 75% 200 0
450 250

(= 300 − 50 + 200) (= 300 − 50 + 0)

Table A2: Investment Options (Example of a Round)

Example. Suppose you are the leader, and you choose Investment X as shown in Table

1 above. Then, the investment costs you 250 ECU, and it will succeed with a 75% chance

and fail with a 25% chance. If the investment succeeds, then you will receive (300 − 250

+ 200) = 250 ECU and each of your group members will receive 200 ECU. Instead if the

investment fails, then you will receive (300 − 250 + 0) = 50 ECU and each of your group

members will receive 0 ECU.

Please note that in each round of Task 1, the returns from the investment options will

be different. Within each round, both investments will provide the same high return if

they succeed, and the same low return if they fail. However, the chance of failure and

success will be different for different options (as stated above). Please pay attention to

these values on the screen.

If, at the end of the experiment, your decisions are implemented as the leader of your

group, the other group members will never learn your investment decisions in the three

rounds. At the end of the experiment, they will learn how much they will receive from

the chosen investment, but they will not learn whether you chose Investment X or Y.

A22



Stage 2: Beliefs of the other group members.

In Stage 2, you will be asked to predict how likely it is in your opinion that the leader

has chosen Investment X, assuming that someone else in your group has been assigned

the role of the leader.

The specific questions you will be asked are listed below.

Question 1

How likely do you think it is that your Leader has chosen Investment X?

Specifically, what is the chance out of 100 that s/he has chosen Investment

X?

In Question 2, you are given additional information. You are asked to evaluate the same

question with this additional information.

Question 2(a)

Suppose you are informed that the investment chosen by your leader has

succeeded. This gives you a high payoff.

Now consider whether your prediction will be higher than, lower than, or the same as

the one you stated in Question 1. Specifically, given that the investment has succeeded,

what is the chance out of 100 that s/he has chosen Investment X?

Question 2(b)

Suppose you are informed that the investment chosen by your leader has

failed. This gives you a low payoff.

Now consider whether your prediction will be higher than, lower than, or the same as the

one you stated in Question 1. Specifically, given that the investment has failed, what is

the chance out of 100 that s/he has chosen Investment X?

For both questions, you will need to choose a number between 0 and 100. A higher

number means that you think your leader is more likely to have chosen Investment X.
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For your payment, the computer will randomly select one of these two questions and you

will be paid for your response to this question. If Question 2 is chosen for payment, you

will be paid for Question 2(a) if the investment has succeeded or Question 2(b) if it has

failed.

To determine your payment, we use a procedure which has been used in many other

studies. For the question randomly chosen by the computer, you receive either 200 ECU

or 0 ECU. The closer your prediction is to the actual decision made by your leader, the

higher is your chance of receiving 200 ECU. Hence, what is most important is that this

procedure is designed such that it is in your best interest to report your true belief about

the chance that your leader has chosen Investment X.

[The exact details of how your payment will be determined are available here (link to

separate document) if you are interested, but it is not necessary for you to read these

notes.]

Payment for Task 1:

At the end of the experiment, if you are paid for Task 1, then the computer will randomly

select one of the three rounds for payment. For the randomly chosen round:

1. If you are the leader, then you will be paid according to your investment decision

in Stage 1 only.

2. If you are not the leader, then you will be paid either according to your leader’s

investment decision in Stage 1, or your predictions in Stage 2, but not both. The

computer will randomly determine which one you will be paid for.

A24



Summary

1. In Task 1, the computer will randomly divide you into groups of three. One group

member will be randomly assigned by the computer to be the leader of the group.

You will stay in the same group and role for all of Task 1. You will be informed

whether you are assigned to be the leader at the end of the experiment.

2. You will participate in three rounds in Task 1. Each round consists of two stages.

3. In Stage 1, you will be asked to make an investment decision, assuming that you

are the leader. You will be given an endowment of 300 ECU in each round, and

you will choose between two investment options that will affect both your payoffs

and the other group members’ payoffs. At the end of the experiment, your decision

will be implemented for your group only if you are the leader of your group.

4. The returns from Investment X and Investment Y will be different in each round.

However, within each round, both investments always provide the same high return

if they succeed and the same low return if they fail.

5. In Stage 2, you will be asked to predict how likely it is in your opinion that your

leader has chosen Investment X, assuming that someone else in your group has

been assigned the role of the leader. The payoff structure used to determine your

payment in Stage 2 is designed such that it is in your best interest to report your

true belief about your leader’s decision.

6. At the end of the experiment, the computer will randomly select one of the three

rounds for payment. For the randomly chosen round:

(a) If you are the leader, then you will be paid according to your decision in Stage

1.

(b) If you are not the leader, then you will be paid either according to your leader’s

decision in Stage 1, or your predictions of your leader’s decision in Stage 2.

You have arrived at the end of the instructions for Task 1.

Please return to the experiment and click the button on the screen to start

the practice questions.
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Task 2

You will participate in Task 2 in groups of two. The computer will randomly match you

with one other person in today’s session.

Each of you is given an endowment of 300 ECU, and you are asked to divide this amount

between yourself and the person you are matched with.

At the end of today’s session, if Task 2 is picked for payment, then you will be paid

either according to your decision or according to the decision made by your randomly

matched partner. The computer will randomly determine whose allocation decision will

be implemented.

Example. Suppose you choose to divide your endowment by keeping 200 ECU for

yourself and giving 100 ECU to your matched partner. Your matched partner decides

to keep 130 ECU and give 170 ECU to you. If, at the end of the experiment, the

computer randomly determines that it is the allocation of your matched partner that

gets implemented, then your payment will be 170 ECU and your matched partner’s

payment will be 130 ECU.

Are there any questions? If not, we will proceed with Task 2.
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Practice Questions (Task 1)
(Treatments S and D)

Note: Each question is shown on a separate screen on oTree.

1. I will be paid for the decisions in both tasks today. True/False [Ans: False]

2. Task 1 has three rounds. If Task 1 is chosen for payment, then I will be paid for

the decisions in one of the three rounds. True/False [Ans: True]

3. (Treatment S) We will participate in Task 1 in groups of three. One group member

will be assigned the role of the leader. I will remain in the same group and role for

all rounds of Task 1. True/False [Ans: True]

(Treatment D) We will participate in Task 1 in groups of three. One group member

will be assigned the role of the leader. I will remain in the same group for all rounds

of Task 1. True/False [Ans: True]

4. Which of the following is correct? [Ans: (b)]

(a) The other group members will be informed of the investment chosen by the

leader, but not the amount they have received from the investment.

(b) The other group members will be informed of the amount they have received

from the investment chosen by the leader, but not the investment chosen by

him/her.

(c) The other group members will be informed of the investment chosen by the

leader, and the amount they have received from the investment.

5. Consider the investment options given in the table below.

Investment
Option

Cost to
Leader

Investment
Payoff to each Member Payoff to Leader

if investment: if investment:

Succeeds Fails Succeeds Fails Succeeds Fails

X 250 75% 25% 250 50
300 100

(= 300 − 250 + 250) (= 300 − 250 + 50)

Y 50 25% 75% 250 50
500 300

(= 300 − 50 + 250) (= 300 − 50 + 50)

Suppose the leader chooses Investment X.

At the end of the experiment, the computer randomly determines that the invest-

ment succeeds.

If you are not the leader, how many ECU will you receive from Stage 1? [Ans:

250]
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6. Consider the investment options given in the table below.

Investment
Option

Cost to
Leader

Investment
Payoff to each Member Payoff to Leader

if investment: if investment:

Succeeds Fails Succeeds Fails Succeeds Fails

X 250 75% 25% 250 50
300 100

(= 300 − 250 + 250) (= 300 − 250 + 50)

Y 50 25% 75% 250 50
500 300

(= 300 − 50 + 250) (= 300 − 50 + 50)

Suppose the leader chooses Investment X.

At the end of the experiment, the computer randomly determines that the invest-

ment fails.

If you are the leader, how many ECU will you receive from Stage 1? [Ans: 100]

7. Which of the following is true? [Ans: (c)]

(a) If I am the leader, then I will be paid for my decisions in Stage 2.

(b) If I am not the leader, then I will be paid for BOTH my leader’s decision in

Stage 1 AND my decisions in Stage 2.

(c) If I am not the leader, then I will be paid for EITHER my leader’s decision in

Stage 1 OR my decisions in Stage 2.

8. If I am not the leader and I am paid for Stage 2, then I will be paid according to

my answers to both Question 1 and Question 2. True/False [Ans: False]

9. (Treatment S) Suppose you strongly believe that the leader of your group has chosen

Investment Y.

(Treatment D) Suppose you are not the leader. You strongly believe that the leader

of your group has chosen Investment Y.

Which of the following statement is true? [Ans: (b)]

(a) It is in my best interest to choose a high number as my prediction of the chance

that my leader has chosen investment X.

(b) It is in my best interest to choose a low number as my prediction of the chance

that my leader has chosen investment X.

(c) It is in my best interest to choose 50 as my prediction of the chance that my

leader has chosen investment X.
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B Screenshots for belief elicitation task in Experi-

ment 1

(a) Interim Belief

(b) Posterior Beliefs

Figure B1: Decision screens – Elicitation of beliefs
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C Derivation of Hypothesis 1

A member of the group is appointed to be the DM under one of four possible appointment

mechanisms, Ψ ∈ {RA,LA,HA,GA}. We are interested in how members form interim

beliefs about their DM’s type under each appointment mechanism, given that they have

been informed that someone else in the group is the DM.

Random appointment (RA). Each member has an equal chance of being appointed

as the DM. This implies that

µRAi = Pr(β ≥ β∗) = 1− F (β∗). (C1)

Appointment of lowest type (LA). The member with the lowest β is appointed to

be the DM. Consider member i of type βi who is informed that someone else in the group

has been appointed to be the DM under this mechanism. Hence, s/he knows that the

DM has type β ≤ βi as otherwise s/he would have been appointed to be the DM. Denote

the minimum of the remaining N − 1 members’ types as βmin.

Given this, there are two possible cases. First, if βi < β∗, then it must be that µLAi = 0

since the DM has type β ≤ βi < β∗. Second, if βi ≥ β∗, then the probability that the

appointed DM is of type β ≥ β∗ is given by

Pr(βmin ≥ β∗|βmin < βi) = 1− Pr(βmin < β∗|βmin < βi)

= 1− Pr(βmin < β∗)

Pr(βmin < βi)
(since β∗ ≤ βi)

= 1− 1− [1− F (β∗)]N−1

1− [1− F (βi)]N−1
.

Hence, for member i,

µLAi =

0 if βi < β∗,

[1−F (β∗)]N−1−[1−F (βi)]
N−1

1−[1−F (βi)]N−1 if βi ≥ β∗.

(C2)

Clearly µLAi ≤ µRAi for βi < β∗, which holds as an equality if β∗ = 1. For βi ≥ β∗,

µLAi − µRAi = [1−F (β∗)]N−1−[1−F (βi)]
N−1−[1−F (β∗)]{1−[1−F (βi)]

N−1}
1−[1−F (βi)]N−1 . The denominator is ≥ 0.

The numerator can be simplified to give [1−F (β∗)]N−1−[1−F (β∗)]−F (β∗)[1−F (βi)]
N−1,

which is ≤ 0 since [1− F (β∗)]N−1 ≤ [1− F (β∗)]. Hence, µLAi ≤ µRAi for βi ≥ β∗.

Appointment of highest type (HA). The individual with the highest β is appointed

to be the DM. Consider member i of type βi who is informed that someone else in the

group has been appointed to be the DM under this mechanism. Hence, s/he knows that
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the DM has type β ≥ βi as otherwise s/he would have been appointed as the DM. Denote

the maximum of the remaining N − 1 members’ types as βmax.

Given this, there are two possible cases. First, if βi ≥ β∗, then it must be that

µHAi = 1 since the DM is of type β ≥ βi ≥ β∗. Second, if βi < β∗, then the probability

that the appointed DM is of type β ≥ β∗ is given by

Pr(βmax ≥ β∗|βmax ≥ βi) =
Pr(βmax ≥ β∗)

Pr(βmax ≥ βi)
(since β∗ > βi)

=
1− F (β∗)N−1

1− F (βi)N−1
.

Hence, for member i,

µHAi =

1 if βi ≥ β∗,

1−F (β∗)N−1

1−F (βi)N−1 if βi < β∗.

(C3)

Clearly µHAi ≥ µRAi for βi ≥ β∗, which holds as an equality if β∗ = 0. For βi < β∗,

µHAi −µRAi ≥ 0 since 1−F (β∗)N−1 ≥ 1−F (β∗) and 1−F (βi)
N−1 ≤ 1. Hence, µHAi ≥ µRAi

for βi < β∗ also.

Group appointment (GA). All members indicate how they would like their DM to be

appointed. Specifically, they may choose to appoint as DM: (i) the lowest-type member;

(ii) the highest-type member; or (iii) a randomly picked member. One of the group

members’ appointment decisions is randomly chosen to be implemented and the DM is

appointed from the remaining group members based on this individual’s preference.

It is trivial to see that all members will prefer to have the highest type appointed as

the DM regardless of their own type. Intuitively, this is because it increases the chance

that the appointed DM is of type β ≥ β∗ and chooses a high effort level, leading to higher

expected payoffs for the members.

Consider member i of type βi who is informed that someone else in the group has been

appointed to be the DM. There are two possible cases. First, if member i’s appointment

decision is implemented, then the probability that the DM is of type β ≥ β∗ depends on

the probability that at least one of the other N−1 group members is of type ≥ β∗. This is

given by 1− F (β∗)N−1. Second, if member i’s appointment decision is not implemented,

then s/he knows that the DM is of type β ≥ βi as otherwise s/he would have been

appointed to be the DM. Specifically, the DM’s type is given by the maximum of the

remaining N − 2 members’ types (excluding member i and the member whose decision

is implemented). The derivation of the probability that the DM is of type β ≥ β∗ under

this scenario is similar to that of mechanism HA with N − 2 other members.

We next evaluate member i’s posterior belief that his/her appointment decision has

been implemented, given the information that someone else in the group has been ap-
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pointed to be the DM. Using Bayes’ rule, we get
1
N
·(1)

1
N
·(1)+N−1

N
[1−F (βi)N−2]

= 1
1+(N−1)[1−F (βi)N−2]

.

The numerator is the product of the prior probability that member i’s appointment de-

cision is implemented ( 1
N

) and the probability that s/he is not assigned to be the DM

conditional on having his/her decision implemented. Conditional on member i’s decision

being implemented, s/he does not become the DM with certainty. The denominator is

the probability that member i is not appointed to be the DM. The first term is the same

as the numerator. The second term is the product of the prior probability that member

i’s appointment decision is not implemented (N−1
N

) and the probability that s/he is not

assigned to be the DM conditional on not having his/her appointment decision imple-

mented. Conditional on member i’s appointment decision not being implemented, the

probability that member i is not appointed to be the DM is 1 − F (βi)
N−2. This is the

probability that at least someone else in the group (other than both member i and the

member whose decision is implemented) has type β ≥ βi and is therefore appointed to

be the DM.

Putting all these together, we have for member i,

µGAi = A×
[
1− F (β∗)N−1

]
+ (1− A)×

1 if βi ≥ β∗,

1−F (β∗)N−2

1−F (βi)N−2 if βi < β∗,

(C4)

where A ≡ 1
1+(N−1)[1−F (βi)N−2]

.

We would like to show that µGAi ≥ µRAi . Note that µGAi is a convex combination of

two terms since A ≤ 1. For both βi ≥ β∗ and βi < β∗, these two terms are ≥ µRAi for

β∗ > 0. For β∗ = 0, µGAi = µRAi .

Next, we would like to show that µGAi ≤ µHAi . Again, since µGAi is a convex combina-

tion of two terms, it is sufficient to show that these two terms are ≤ µHAi . This is clearly

the case for βi ≥ β∗. For βi < β∗, we need to show that 1−F (β∗)N−2

1−F (βi)N−2 ≤ 1−F (β∗)N−1

1−F (βi)N−1 . This is

equivalent to showing that

[1− F (β∗)N−1][1− F (βi)
N−2]− [1− F (β∗)N−2][1− F (βi)

N−1]

[1− F (βi)N−2][1− F (βi)N−1]
≥ 0.

The denominator is ≥ 0. Let x ≡ F (β∗) and y ≡ F (βi) with x > y since β∗ > βi.

Then, the numerator becomes (1− xN−1)(1− yN−2)− (1− xN−2)(1− yN−1). Simplifying

gives us

xN−2 − xN−1 + yN−1 − yN−2 + xN−1yN−2 − xN−2yN−1 (C5)

Hence, for the numerator to be ≥ 0, we need to show the following:

Claim: xN−2− xN−1 + yN−1− yN−2 + xN−1yN−2− xN−2yN−1 ≥ 0 for x, y ∈ [0, 1], x > y,

and N > 2.
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Proof. The proof is by induction. Let x ≡ αy, α > 1. Then, (C5) becomes

(αy)N−2 − (αy)N−1 + yN−1 − yN−2 + αN−1y2N−3 − αN−2y2N−3 (C6)

Consider first N = 3. (C6) becomes

αy − (αy)2 + y2 − y + α2y3 − αy3 = y(α− 1)(1− y)(1− αy)

which is ≥ 0 since y ∈ [0, 1], αy = x ∈ [0, 1], and α > 1. Now suppose (C6) ≥ 0 for some

N = k. Rearranging (C6), we have

αk−2yk−2(1− αy) + αk−2y2k−3(α− 1) ≥ yk−2 − yk−1. (C7)

Next consider N = k+ 1. (C6) becomes αk−1yk−1(1−αy) +yk−yk−1 +αk−1y2k−1(α−1),

which is equal to

y
[
αk−1yk−2(1− αy) + αk−1y2k−2(α− 1) + yk−1 − yk−2

]
. (C8)

We want to show that this expression is ≥ 0 given that (C7) holds. Since y ≥ 0, this is

equivalent to showing the terms inside the brackets are ≥ 0, or

αk−1yk−2(1− αy) + αk−1y2k−2(α− 1) ≥ yk−2 − yk−1. (C9)

Note that the RHS of (C9) is the same as the RHS of (C7) and is ≥ 0. To conclude the

proof, we show that the LHS of (C9) is ≥ the LHS of (C7). Note that this is equivalent

to showing

(α− 1)(1− αy)αk−2(yk−2 − y(k−2)+(k−1)) ≥ 0,

which holds because α > 1, αy ∈ [0, 1], and yk−2 ≥ y(k−2)+(k−1). Hence, (C8) is ≥ 0 if

(C7) holds. �
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D Additional analysis

D.1 Analysis with Game 1 treatments only

This section presents the analyses with the Game 1 treatments only. We show that

Results 1 and 2 hold with the exclusion of the Game 0 treatments.

Table D1 presents marginal-effects estimates from a probit model for the relationship

between the subjects’ decisions as DMs in the investment task and their dictator game

behavior. The estimates in the table reveal that a DM who transfers 1% more of their

endowment to their matched partner in the dictator game is 0.4% more likely to choose

eH in the investment task on average, and this effect is statistically significant (p-value

< 0.001). Hence, we conclude that the dictator game is a good proxy for an individual’s

type βi even when we consider only the Game 1 treatments.

Table D1: Regression of DM’s effort choice (Game 1)

Dependent variable:

=1 if DM chooses eH

Variables (1)

% endowment transferred in DG 0.004∗∗∗

(0.001)

% endowment invested in RT −0.001

(0.001)

Treatment LA −0.045

(0.028)

Treatment HA 0.048

(0.030)

Treatment GA 0.039

(0.028)

Order Effects Y

Observations 1,088

# subjects (clusters) 272

Marginal effects of probit model reported. Robust standard errors
in parentheses. Standard errors are clustered at the subject level.
DG: Dictator Game; RT: Risk Task.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10.

Table D2 presents OLS estimates for the regressions of interim beliefs against the

treatment variables. Similar to the main analysis in the paper, we control for order effects

in columns (1) and (3) and individual fixed effects in columns (2) and (4). Treatment RA
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is the comparison group in all the specifications. Overall, the coefficient estimates reveal

that Result 1 is robust to the exclusion of the Game 0 treatments. In particular, group

members respond to the appointment mechanism in their interim beliefs in the Game 1

treatments.

Table D2: Regression of members’ interim belief (Game 1)

Dependent variable: Interim belief

Variables (1) (2) (3) (4)

Treatment LA −13.074∗∗∗ −13.074∗∗∗ −11.989∗∗∗ −12.375∗∗∗

(1.484) (1.482) (1.465) (1.425)

Treatment HA 9.787∗∗∗ 9.787∗∗∗ 8.702∗∗∗ 9.088∗∗∗

(1.397) (1.396) (1.352) (1.332)

Treatment GA 2.717∗∗ 2.717∗∗ 1.813 2.135∗

(1.355) (1.354) (1.277) (1.265)

Chooses high effort as DM 24.584∗∗∗ 15.832∗∗∗

(1.960) (1.984)

% endowment invested in RT −0.086∗ −0.055

(0.045) (0.039)

Constant 55.525∗∗∗ 45.938∗∗∗ 45.400∗∗∗ 41.572∗∗∗

(3.990) (0.812) (3.636) (0.890)

Order Effects Y N Y N

Individual FE N Y N Y

Observations 1,088 1,088 1,088 1,088

# subjects (clusters) 272 272 272 272

R-squared 0.111 0.233 0.278 0.306

Test of HA = GA

test statistic 5.202 5.209 5.341 5.461

p-value < 0.001 < 0.001 < 0.001 < 0.001

Robust standard errors clustered at the subject level in parentheses. For all regressions, treatment
RA is the reference treatment.
RT: Risk Task.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10.

Table D3 presents the results from the OLS estimation of equation (2). Similar to the

main analysis in the paper, we drop the inconsistent and non-updaters in the analysis.

We find that Result 2 is also robust to the exclusion of the Game 0 treatments. Within

the Game 1 treatments, members suffer from base-rate neglect relative to a Bayesian (test

of δ = 1: p-value < 0.001), attribute good outcomes more to luck than a Bayesian would
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(test of γG = 1: p-value < 0.001), and treat bad outcomes like a Bayesian (test of γB = 1:

p-value = 0.492). Consequently, they tend to attribute good (bad) outcomes more to the

DM’s luck (decision), i.e., γG < γB (p-value = 0.012). While members exhibit similar

biases in their updating behavior across all the appointment mechanisms, unlike Table 4,

the asymmetry in the attribution of outcomes is now marginally statistically insignificant

in treatment LA (p-value = 0.103) and statistically significant in treatment HA (p-value

= 0.028).

Table D3: Regression of members’ posterior beliefs (Game 1)

Dependent variable: Logit(posterior)

(1) (2) (3) (4) (5)

Variables Pooled RA LA HA GA

δ : logit(interim belief) 0.733∗∗∗ 0.764∗∗∗ 0.793∗∗∗ 0.771∗∗ 0.529∗∗∗

(0.049) (0.071) (0.057) (0.093) (0.135)

γG : Good outcome × logit(p) 0.742∗∗∗ 0.744∗∗∗ 0.728∗∗∗ 0.752∗∗∗ 0.798∗∗

(0.060) (0.089) (0.078) (0.094) (0.098)

γB : Bad outcome × logit(1− p) 0.948 0.932 0.937 0.994 0.876

(0.076) (0.092) (0.119) (0.090) (0.114)

Observations 1,640 410 410 410 410

# subjects (clusters) 205 205 205 205 205

R-squared 0.636 0.686 0.741 0.613 0.421

Test of γG = γB

test statistic −2.522 −1.588 −1.637 −2.218 −0.512

p-value 0.012 0.114 0.103 0.028 0.609

Robust standard errors clustered at the subject level in parentheses.
This analysis includes only the Game 1 treatments but includes subjects classified as inconsistent or non-updaters.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis is coefficient = 1.

D.2 IV regression of posterior beliefs

Table D4 presents the results from the IV estimation of equation (2). We use the ap-

pointment mechanisms as instruments for the logit of members’ interim beliefs.2 The

conclusions from the IV estimates are similar to those obtained from the OLS estimates

in column (1) of Table 4. Specifically, we find that members suffer from base-rate neglect

relative to a Bayesian (test of δ = 1: p-value < 0.001). Moreover, members attribute

good outcomes more to luck than a Bayesian would (test of γG = 1: p-value < 0.001),

but they are no different from a Bayesian in their treatment of bad outcomes (test of

γB = 1: p-value = 0.267). Consequently, we find that members tend to attribute good

2Results from our first-stage regression suggest that the appointment mechanisms are relevant in-
struments (F-statistic = 35.23).
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outcomes more to luck and bad outcomes more to the DM’s decision, and this effect is

statistically significant (test of γG = γB: p-value = 0.042).

Table D4: IV regression of members’ posterior beliefs

Dependent variable:

Logit(posterior)

(1)

Variables Pooled

δ : logit(interim belief) 0.792∗∗∗

(0.046)

γG : Good outcome × logit(p) 0.787∗∗∗

(0.056)

γB : Bad outcome × logit(1− p) 0.929

(0.064)

Observations 2,460

# subjects (clusters) 205

Test of γG = γB

test statistic −2.030

p-value 0.042

Robust standard errors clustered at the subject level in paren-
theses. This analysis excludes subjects classified as inconsistent
or non-updaters.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis is coefficient
= 1.

D.3 Robustness checks of posterior beliefs analysis with incon-

sistent updaters and non-updaters

This section presents the analysis of members’ updating behavior in Experiment 1 with

the full sample (i.e., including both inconsistent updaters and non-updaters), as well as

with the use of different criteria to exclude inconsistent updaters and non-updaters.

Figure D1 presents the distribution of subjects based on the number of inconsistent

updates and non-updates throughout the experiment. A belief update is classified as

inconsistent if the posterior belief is in the opposite direction to that predicted by Bayes’

rule. A belief update is classified as a non-update if the posterior belief is equal to the

interim belief. In the main analysis in the paper, we exclude a subject if 25% or more

of their posterior beliefs are inconsistent or if they report a posterior belief equal to the

interim belief across all six rounds of the experiment.
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Figure D1: Distribution of inconsistent and non-updates by subjects

Table D5 presents results from the OLS estimation of equation (2) with the inclusion

of these previously excluded inconsistent and non-updaters. Overall, we find that the

inclusion of these subjects leads to an attenuation of the estimates for γG and γB. Con-

sequently, at the pooled level (column 1), the estimates now reveal that members tend to

attribute bad outcomes more to luck than a Bayesian would (test of γB = 1: p-value =

0.026). This bias is also present at the treatment level, although it is statistically signifi-

cant in treatments RA, HA, and GA (p-values = 0.056, 0.087, and 0.011, respectively),

but not in treatment LA (p-value = 0.379).

Table D5: Regression of members’ posterior beliefs (entire sample)

Dependent variable: Logit(posterior)

(1) (2) (3) (4) (5)

Variables Pooled RA LA HA GA

δ : logit(interim belief) 0.701∗∗∗ 0.737∗∗∗ 0.709∗∗∗ 0.716∗∗∗ 0.539∗∗∗

(0.039) (0.068) (0.047) (0.060) (0.106)

γG : Good outcome × logit(p) 0.530∗∗∗ 0.548∗∗∗ 0.358∗∗∗ 0.618∗∗∗ 0.662∗∗∗

(0.064) (0.086) (0.094) (0.083) (0.093)

γB : Bad outcome × logit(1− p) 0.848∗∗ 0.830∗ 0.903 0.867∗ 0.742∗∗

(0.068) (0.089) (0.110) (0.078) (0.100)

Observations 3,264 544 1,088 1,088 544

# subjects (clusters) 272 272 272 272 272

R-squared 0.550 0.620 0.606 0.488 0.382

Test of γG = γB

test statistic −3.218 −2.132 −3.376 −2.060 −0.550

p-value 0.001 0.034 0.001 0.040 0.583

Robust standard errors clustered at the subject level in parentheses. This analysis includes all subjects.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis is coefficient = 1.

Despite the attenuation in the estimates for γG and γB, we still find statistically sig-
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nificant evidence that members attribute good and bad outcomes asymmetrically. In

particular, even with the inclusion of inconsistent updaters and non-updaters, the esti-

mates in Table D5 suggest that members tend to attribute good outcomes more to luck

and bad outcomes more to the DM’s decision (i.e., γG < γB). This effect is statistically

significantly at the pooled level (p-value = 0.001) and in treatments RA, LA, and HA

(p-values = 0.034, 0.001, and 0.040, respectively).

We next consider different criteria for excluding non-updaters and inconsistent up-

daters. Table D6 presents estimates of members’ updating behavior when we exclude

rounds where a subject did not make an update for both a good and a bad outcome

(column 1), and when we include only subjects who make an update in all six rounds

of the task (column 2). Hence, in this table we vary our criteria for excluding subjects

based on non-updates. Next, Table D7 presents estimates of members’ updating behav-

ior when we exclude subjects classified as non-updaters and at the same time consider

different cut-offs as the criterion for excluding inconsistent updaters (columns 1-9). The

maximum number of inconsistent updates by any subject is 9. Hence, column (10) only

excludes subjects classified as non-updaters, i.e., those subjects who have not made a

single update in all six rounds of the task. Note that column (3) is the criterion used in

the paper and corresponds to column (1) of Table 4.

Both tables re-produce the results in Table 4 even when we consider different condi-

tions for excluding non-updates or different thresholds for excluding inconsistent updaters

or non-updaters. Importantly, base-rate neglect is always observed (in the first row of

both tables). Moreover, in both tables, we systematically observe that good outcomes are

attributed to luck (second row), and that good and bad outcomes are treated asymmet-

rically (last row). Hence, our results are robust to using different criteria for excluding

both inconsistent and non-updaters.
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Table D6: Regression of members’ posterior beliefs (different criteria for excluding non-
updaters)

Dependent variable: Logit(posterior)

(1) (2)

Include only subject-rounds Include only subjects

Variables with updates with updates in all rounds

δ : logit(interim belief) 0.465*** 0.546***

(0.047) (0.136)

γG : Good outcome × logit(p) 0.715*** 0.674**

(0.078) (0.129)

γB : Bad outcome × logit(1− p) 0.957 1.148

(0.078) (0.097)

Observations 2,692 828

# subjects (clusters) 249 69

R-squared 0.346 0.465

Test of γG = γB −0.242 −0.474

test statistic −2.010 −2.558

p-value 0.046 0.013

Robust standard errors clustered at the subject level in parentheses. This analysis considers different cut-
offs for non-updates. Column (1) includes only subject-rounds with belief updates. Column (2) includes
only subjects who have revised their beliefs in all rounds of the investment tasks.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis is coefficient = 1.
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D.4 Heterogeneity in updating behavior

Estimates at the pooled level may mask heterogeneity in members’ updating behavior.

To explore this further, Table D8 presents the results from both a 2-component (column

1) and 3-component (column 2) finite mixture model analysis of members’ updating

behavior at the pooled level.3

In both models considered in Table D8, component 1 constitute the majority of up-

dates in the sample (88.9% of the updates in the 2-component and 65.9% of the updates

in the 3-component model). This component is characterized by a low level of base-rate

neglect and under-responsiveness to both good and bad outcomes. Within this group of

belief updates, in relative terms, members attribute good outcomes more to luck and bad

outcomes more to the DM’s decision, although this difference is statistically significant

in the 2-component model (p-value = 0.001) but not in the 3-component model (p-value

= 0.190).

The estimates in the table reveal that belief updates in the remaining sample suffer

from a higher level of base-rate neglect. Moreover, the under-responsiveness to out-

comes is no longer present within this group of updates. Instead, group members are

over-responsive to outcomes in component 2 (11.1% of the updates in the 2-component

and 4.8% of the updates in the 3-component model). In addition, a third sub-group is

identified in the 3-component model (constituting 29.4% of the sample) where members

respond to outcomes like a Bayesian.

Overall, our finite mixture model analysis suggests that there is heterogeneity in mem-

bers’ updating behavior. Although members consistently suffer from base-rate neglect,

for most updates this is at a modest level. Moreover, the majority of belief updates

in the sample is characterized by under-responsiveness to the DM’s outcomes and an

asymmetric attribution of the DM’s outcomes to his/her decision and luck.

3We also consider a 4-component model which does not change our main conclusions and does not
provide further insight.
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Table D8: Finite mixture model for updating behavior

Dependent variable: Logit(posterior)

2-Component Model 3-Component Model

(1) (2)

Component 1

δ : logit(interim belief) 0.936∗∗∗ 0.972∗∗∗

(0.011) (0.005)

γG : Good outcome × logit(p) 0.535∗∗∗ 0.431∗∗∗

(0.031) (0.031)

γB : Bad outcome × logit(1− p) 0.668∗∗∗ 0.477∗∗∗

(0.044) (0.040)

Test of γG = γB

t-statistic −3.47 −1.31

p-value 0.001 0.190

Component 2

δ : logit(interim belief) 0.148∗∗∗ −0.109∗∗∗

(0.086) (0.137)

γG : Good outcome × logit(p) 1.936∗∗ 3.566∗∗∗

(0.405) (0.807)

γB : Bad outcome × logit(1− p) 1.945∗∗ 2.942∗∗∗

(0.407) (0.642)

Test of γG = γB

t-statistic −0.02 0.70

p-value 0.984 0.485

Component 3

δ : logit(interim belief) 0.302∗∗∗

(0.031)

γG : Good outcome × logit(p) 1.029

(0.054)

γB : Bad outcome × logit(1− p) 1.103

(0.067)

Test of γG = γB

t-statistic −0.89

p-value 0.372

Latent Class Marginal Probabilities

µ1 0.889 0.659

(0.020) (0.028)

µ2 0.111 0.048

(0.020) (0.009)

µ3 0.294

(0.027)

Model Fit

Log likelihood −3317.86 −3028.11

AIC 6653.720 6084.223

BIC 6705.991 6165.534

Robust standard errors clustered at the subject level in parentheses. This analysis excludes
subjects classified as inconsistent or non-updaters.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis is coefficient = 1.
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D.5 Subjects’ behavior in Experiment 2

Table D9 presents summary statistics of subjects’ characteristics in Experiment 1 and

Experiment 2. The table reveals significant differences in the subject pool between Ex-

periment 1 and Experiment 2, but not between treatments S and D in Experiment 2

(p-values for test of joint equality are < 0.001 and 0.750, respectively). On average, sub-

jects in Experiment 2 are older (p-value < 0.001), less likely to be Australian (p-value

< 0.001) or majoring in economics (p-value = 0.001), more likely to be a postgraduate

student (p-value < 0.001), and more experienced with economics experiments (p-value

< 0.001). However, the subjects do not differ on their decisions in the dictator game or

in the risk task between Experiment 1 and Experiment 2 (p-values = 0.125 and 0.565,

respectively).

Table D9: Subjects’ characteristics in Experiment 1 and Experiment 2

Exp 2

Treatment S Treatment D Exp 1 S vs. D Exp 1 vs. Exp 2

(1) (2) (3) p-value p-value

Age 24.963 25.388 21.478 0.379 < 0.001***

[4.735] [6.092] [5.843]

Female 0.596 0.592 0.537 0.936 0.135

[0.512] [0.502] [0.521]

Economics major 0.064 0.078 0.140 0.554 0.001***

[0.245] [0.268] [0.347]

Postgraduate student 0.572 0.515 0.246 0.201 < 0.001***

[0.496] [0.501] [0.432]

Australian 0.226 0.248 0.971 0.568 < 0.001***

[0.419] [0.433] [0.169]

# past experiments 2.754 2.874 0.908 0.646 < 0.001***

[2.380] [3.458] [1.757]

Amount transferred in DG 29.906 30.785 32.809 0.667 0.125

as % of endowment [21.739] [23.569] [21.117]

Amount invested in RT 71.104 70.680 72.103 0.860 0.565

as % of endowment [27.175] [25.414] [28.220]

Observations 297 206 272

Standard deviations in parentheses.
DG: Dictator Game; RT: Risk Task.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10.

We next examine whether members’ hypothetical effort choices as DMs in treatment S

are consistent with their incentivized decisions in the dictator game. Table D10 presents

marginal-effect estimates from probit regressions of members’ hypothetical choices as

DMs in round 1 only (column 1) and in all rounds of the task (column 2). We find a

statistically significant and positive relationship between members’ hypothetical effort
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choices as DMs and their incentivized decisions in the dictator game (p-values < 0.001 in

both columns). A member who transfers 1% more of their endowment to their matched

partner in the dictator game is 0.7% more likely to state that they would have chosen

high effort as a DM in round 1 of the task. Across all rounds of the investment task,

these members are on average 0.5% more likely to state that they would have chosen high

effort as DMs.

Table D10: Regression of members’ hypothetical effort choices as DMs in treat-
ment S

Dependent variable:

=1 if member would have chosen eH as DM

Round 1 only All rounds

Variables (1) (2)

% endowment transferred in DG 0.007*** 0.005***

(0.001) (0.001)

% endowment invested in RT 0.001 0.000

(0.001) (0.001)

Game 2 0.043 0.034

(0.072) (0.030)

Game 0 0.069 0.010

(0.072) (0.034)

Order Effects N Y

Observations 198 594

# subjects (clusters) 198 198

Marginal effects of probit model reported. Robust standard errors in parentheses. Standard
errors are clustered at the subject level. Game 1 is the reference group in both regressions.
DG: Dictator Game; RT: Risk Task.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10.

We next compare members’ updating behavior between treatments S and D, and

between Experiment 1 and Experiment 2. Table D11 presents parameter estimates of

equation (2) by members’ effort choices in treatments S and D, respectively. In the table,

we present p-values of pairwise comparisons of the estimates both within each treatment

and between treatments. A pairwise comparison of the estimates in columns (3) and (4)

reveal that, when subjects play both roles in the experiment, those who choose low effort

as DMs are more likely to, as members, attribute good outcomes to luck than those who

choose high effort as DMs (p-value = 0.024). This is consistent with members’ behavior

both in treatment S and in Experiment 1. Moreover, when we examine the updating

behavior of subjects separately based on their effort choices as DMs, we do not find any
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systematic differences between treatments S and D in their attribution of both good and

bad outcomes (those who choose low effort: p-values = 0.656 and 0.459, respectively, and

those who choose high effort: p-values = 0.264 and 0.190, respectively).4

Table D12 presents parameter estimates of members’ updating behavior at the pooled

level in treatments S and D (columns 1 and 2). Pairwise comparisons of the estimates

reveal that there are no systematic differences in members’ updating behavior between

the two treatments. Hence, in column (3), we report the parameter estimates by pooling

together the subjects in both treatments. The estimates reveal that, overall in Experiment

2, members tend to attribute good outcomes more to luck as compared to a Bayesian

(p-value = 0.086). When we compare the members’ updating behavior in Experiment

2 with those in Experiment 1 (column 1 of Table 4), we do not find any statistically

significant differences in the members’ attribution of both good and bad outcomes (p-

values = 0.493 and 0.475, respectively), although we find that members in Experiment 2

suffer from stronger base-rate neglect than those in Experiment 1 (p-value = 0.008).

4Note that subjects who choose high effort as DMs in treatment D suffer from a stronger base-rate
neglect than those who would have chosen high effort hypothetically as DMs in treatment S (p-value =
0.054).
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Table D12: Regression of members’ posterior beliefs at pooled level in Experiment 2
(treatments S and D)

Dependent variable: Logit(posterior)

Treatment S Treatment D S + D (1) vs. (2) (3) vs. Exp 1a

Variables (1) (2) (3) p-value p-value

δ : logit(prior belief) 0.525*** 0.546*** 0.535*** 0.815 0.008***

(0.063) (0.064) (0.045)

γG : Good outcome × logit(p) 0.803 0.845 0.827* 0.836 0.493

(0.146) (0.139) (0.100)

γB : Bad outcome × logit(1− p) 0.990 1.107 1.052 0.537 0.475

(0.145) (0.122) (0.094)

Observations 888 1,014 1,902

# subjects (clusters) 148 169 317

R-squared 0.399 0.400 0.399

Robust standard errors clustered at the subject level in parentheses. This analysis excludes subjects classified as inconsistent
or non-updaters.
(a) This refers to the estimates reported in column (1) of Table 4.
∗∗∗ p<0.01, ∗∗ p<0.05, ∗ p<0.10. Null hypothesis in columns (1)-(3) is coefficient = 1.

A48



E Detailed explanation of estimation strategy for pos-

terior beliefs

In this section, we explain in detail the interpretations of the parameters presented in

Section 2.3.3.

We first express posterior beliefs in terms of log likelihood ratios. We have

log

(
φΨ
i |QH

1− φΨ
i |QH

)
= log

(
µΨ
i

1− µΨ
i

)
+ log

(
p

1− p

)
, (E1)

and

log

(
φΨ
i |QL

1− φΨ
i |QL

)
= log

(
µΨ
i

1− µΨ
i

)
+ log

(
1− p
p

)
. (E2)

By letting logit(x) ≡ log
(

x
1−x

)
, we can jointly express (E1) and (E2) as

logit(φΨ
i |Q) = logit(µΨ

i ) + I(Q = QH) · logit(p) + I(Q = QL) · logit(1− p), (E3)

where I(·) is an indicator function.

Equation (2) in the paper is obtained by augmenting equation (E3) in the following

way:

logit(φ̂Ψ
i |Q) = δ logit(µ̂Ψ

i ) + γG I(Q = QH) · logit(p) + γB I(Q = QL) · logit(1− p) + εi, (E4)

where εi captures non-systematic errors. This specification allows us to determine the

weights members place on their interim beliefs and the signals they receive. Note that

δ = γG = γB = 1 equates (E4) to (E3). This is the case where there is no bias in belief

updating.

Any deviation in the parameters from 1 is interpreted as non-Bayesian updating be-

havior. Specifically, δ captures the weight that a group member places on his/her interim

belief in the updating process, γG captures the extent to which a member responds to

a signal of good outcome from the DM, and γB captures the extent to which a member

responds to a signal of bad outcome from the DM. We use Figures E1 and E2 to explain

these parameters in more detail.

Figure E1 shows the implications of different values of δ on the relationship between

the member’s posterior and interim beliefs, conditional on observing a good outcome and

holding γG constant (at 1).5 Note that δ corresponds to the slope of the linear regression.

If δ < 1, then the member suffers from base-rate neglect in that s/he places too little

weight on his/her interim belief. To see this, consider a member whose interim belief µA

is less than 0.5. This corresponds to logit(µA) < 0 in Figure E1. Hence, the member

believes that the DM is more likely to have chosen low effort. When QH is observed, the

signal contradicts with the interim belief. However, s/he arrives at a posterior belief that

5A similar analysis can be done for the case where a bad outcome is observed.
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is greater than that of a Bayesian (i.e., point A′ instead of point A). In other words, the

member neglects his/her interim belief and over-updates in response to receiving a signal

that contradicts with what s/he initially believes to be true.6

Figure E1: Interpretation of δ given QH observed and γG = 1

Conversely, δ > 1 implies that the member suffers from confirmatory bias in that

s/he places too much weight on his/her interim belief. To see this, consider a member

whose interim belief µB is greater than 0.5, i.e., logit(µB) > 0 in Figure E1. When QH

is observed, the signal confirms the interim belief. However, his/her posterior belief is

at point B′′ instead of point B. Hence, the member over-updates relative to a Bayesian

when s/he receives a signal that confirms what s/he initially believes to be true.7

Figure E2 shows the implications of different values of γG on the relationship between

the member’s posterior and interim beliefs.8 Note that γG and γB correspond to the

intercepts of the regression conditional on the signal received by the member. If γG > 1,

then the member is, on average, over-responsive to good signals relative to a Bayesian,

and tends to arrive at a posterior that is higher than that of a Bayesian. Specifically,

6Now consider a member whose interim belief µB is greater than 0.5. After observing QH , a signal
that confirms this belief, suppose that his/her posterior belief is at B′. This implies that a member who
suffers from base-rate neglect does not update as much as a Bayesian would when s/he receives a signal
that confirms his/her interim belief.

7Alternatively, consider a member whose interim belief µA is less than 0.5. After observing QH , a
signal that contradicts with this belief, suppose that his/her posterior belief is at A′′. This implies that
a member who suffers from confirmatory bias does not update as much as a Bayesian would when s/he
receives information that contradicts with his/her interim belief.

8A similar analysis can be done for the case where a bad outcome is observed.
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Figure E2: Interpretation of γG given QH observed and δ = 1

the biased member attributes good outcomes more to the DM’s decision as compared

to an unbiased Bayesian member. On the other hand, if γG < 1, then the member is

conservative in his/her response to good signals, and tends to arrive at a posterior that

is lower than that of a Bayesian on average. In this case, the biased member attributes

good outcomes more to luck as compared to an unbiased Bayesian member. Figure E2

also shows what happens when γG = 0 or γG < 0, which correspond to a non-updater

and an inconsistent updater, respectively.

Finally, we can also capture asymmetric updating of beliefs, i.e., asymmetric attri-

bution of outcomes to the DM’s decision (effort choice) and luck. If γG > γB, then the

member is more likely to attribute a good outcome to the DM’s decision and a bad out-

come to luck. Conversely, if γG < γB, then the member is more likely to attribute a bad

outcome to the DM’s decision and a good outcome to luck.
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