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# STUDY TITLE

The effects of advanced factor analysis approaches on depression randomised trial outcomes: Secondary analysis of individual participant data

# AIMS AND OBJECTIVES

By conducting secondary analyses of individual patient data (IPD) from randomised trials of antidepressant therapies, the overall aim of this study is to examine the effects, if any, of advanced psychometric analyses.

Specific objectives are:

1. To establish psychometric models of depression pre- (baseline) and post-treatment (outcome), using the Hamilton Rating Scale for Depression 17-item version (HRSD-17), yielding one or more factors of depression.
2. To determine the overall psychometrically-informed depression effect size according to treatment group and compare to the original overall treatment effect size.
3. To compare psychometrically-informed effect sizes to original effects across individual trials.
4. To compare proportions achieving remission using risk differences according to the recommended thresholds for the HRSD-17, versus the equivalents for the new psychometrically informed data across trials.

# DATA SOURCES

Data has been requested from two international databases; clinicalstudydatarequest.com (CSDR) and vivli.org (Vivli). Data obtained from CSDR and Vivli will be analysed separately. The planned analyses will be conducted using the Vivli dataset first, and then reiterated using the CSDR dataset to allow for the comparison of resulting models and effect size outcomes. Table S1 outlines the expected sample from each database.

Table S. Expected Sample

|  |  |  |
| --- | --- | --- |
| **Database One:** |  | **www.clinicalstudydatarequest.com (CSDR)** |
| Number of studies requested | - | 65 |
| Number of studies by sponsor*GlaxoSmithKline* | - | 65 |
| Approximate total sample | - | Circa 10,000 |
|  |  |  |
| **Database Two:** |  | **www.vivli.org (Vivli)** |
| Number of studies requested | - | 42 |
| Number of studies by sponsor*Eli Lilly and Company**GlaxoSmithKline**Takeda**Pfizer* | ---- | 138912 |
| Approximate total sample | - | Circa 10,000 |

# OUTCOMES

## 4.1 Outcome assessment: Hamilton Rating Scale for Depression

The Hamilton Rating Scale Depression (HRSD)1 is among the most widely used clinician-administered assessment instrument in randomised depression trials. Originally conceived as a 17-item composite scale, the HRSD is currently available in versions ranging from 7-31 items in length and has been published in several different languages. This study will garner IPD from the 17 items that are common to the most frequently used version in order to maximise sample size (HRSD-17). These 17 items are specifically designed to measure melancholic and physical symptoms of depression and vary in their scale of measurement, with seven items measured on a three-point scale (usually from 0-2) and 10 items measured on a five-point scale (usually from 0-4).

## 4.2 Psychometric modelling of depression

Psychometric modelling of depression will follow a process of exploratory and confirmatory analysis. Parallel analysis and exploratory factor analysis (EFA) will be used to examine the factorability, dimensionality and factor structure of a randomly split ‘exploratory dataset’. Factor solutions will be examined for baseline (EFA baseline) and outcome (EFA outcome). Confirmatory factor analysis (CFA) will then be conducted using a ‘confirmatory dataset’ to examine three models of the proposed EFA structure for both baseline and outcome:

1. CFA baseline – simple structure

CFA outcome – simple structure

1. CFA baseline – higher order structure

CFA outcome – higher order structure

1. CFA baseline – bi-factor structure

CFA outcome – bi-factor structure

While not a direct focus of this work, additional analyses will see these steps repeated separately for placebo and treatment arms at outcome to examine potential differences according to treatment received.

Weighted total factor scores will be computed from the optimum (CFA) model of depression at baseline and outcome (psychometrically-informed factor score data).

## 4.3 Primary Outcome

Multilevel linear regressions will be run to estimate potential effect sizes for the original raw data and the psychometrically-informed factor score data. The resulting effect sizes will be compared (original raw data vs psychometrically-informed factor score data) and any resulting difference will be examined as the effect size of interest. Additional models will also examine the influence of participant age and sex.

## 4.4 Secondary Outcome

The number and percentage of participants achieving remission, as well as differences in absolute risk reduction will be assessed. These analyses will be conducted using the recommended1 remission threshold of ≤ 7 (i.e. 13% of the total possible score) for the original data, and a psychometrically-determined threshold (i.e., 13% of the scale factor score – discussed further in section 6.3.3) for the weighted factor score data. Remission rates and absolute risk differences will then be examined, to identify potential differences in the number of participants achieving remission according to the original and psychometrically-informed data.

# POPULATION

This study will focus on individuals 18 years and older who have participated in phase II, III or IV randomised controlled antidepressant treatment trials. The sample characteristics of this study are outlined in Table S2.

Table S. Sample Characteristics

|  |  |  |
| --- | --- | --- |
| **Variable** |  | **Criteria** |
| Phase | - | II, III and IV RCT |
| Population | - | Participants with any depressive disorder aged 18 years and older included in antidepressant treatment trials |
| Treatment | - | Antidepressant medication (any medication used in the context of treating depression) |
| Comparator | - | Any comparator (to establish baseline psychometric model); Placebo (to establish efficacy) |
| Timing of Outcome Assessment | - | 8 weeks (or within a band of 4-12 weeks), as per Cipriani et al.2 |
|  |  |
| Exclusion Criteria | - | All studies outside of the above parameters |

# STATISTICAL PROCEDURES

## 6.1 Overview

We will first examine three psychometric models of depression. The first will be a simple structure, which may be unidimensional or consist of multiple correlated or uncorrelated factors. We will also examine a higher-order model and a hierarchical bi-factor model, (Figure S1). These models will be examined pre- (baseline) and post-treatment (outcome) using the HRSD-17, to obtain one or more factors.

The factor structure of the optimum baseline model and optimum outcome (treatment and placebo combined) model of depression will then be used to compute total factor scores. Multilevel regression models incorporating a random effect for trial will be used to ascertain factor-informed effect sizes, which will in turn be compared to the effect sizes of the original raw trial data to assess statistical and clinically important differences in trial outcomes.

Subsequently, for each individual trial dataset, factor-informed effect sizes will be ascertained and compared to the effect sizes of the original raw trial data. Differences in individual trial effects (original and modified) will then be meta-analysed to obtain a pooled effect size of change between the original and modified data.

Each analysis will be conducted separately for CSDR and Vivli databases. Potential differences in analyses conducted in each database will be reported, in terms of both their psychometric properties (dimensionality, factor structure, fit indices etc.) and primary/secondary outcomes (differences in effect sizes and remission rates). These methods are described in more detail in the sections below.

## 6.2 Psychometric Analyses

### 6.2.1 Establishing psychometric models of depression at baseline (pre-treatment) and outcome (post-treatment)

A sequence of analyses will be conducted separately in each database (CSDR and Vivli). In line with the approach recommended by Lubke and Lunningham3, data will be randomly split into exploratory and confirmatory datasets, as per recommended procedures. We will undertake to perform this split in relation to each individual trial and within treatment group to ensure an equitable representation of each trial in the exploratory and confirmatory datasets. Parallel analysis with 1000 replications will be used in the exploratory sample to determine dimensionality. We will reject any factors that come after an acute inflection in the scree plot, along with eigenvalues lower than those that were randomly generated in the parallel analysis, as recommended by Hayton et al4. Then, using the *Psych* package in R5, exploratory factor analysis (EFA) – with an oblique factor rotation method to allow factors to correlate – will be used to examine the factorability and factor structure of the exploratory sample data2. EFA will be performed iteratively, removing items with factor loadings below 0.3 and/or communalities below 0.4, and adjusting the model structure until appropriate models are identified6.

If the results of parallel analysis and EFA are unclear or ambiguous, Mokken scaling procedures, using the Mokken package in R7, will then be used to examine further the most appropriately fitting model for the data. Mokken analysis will be conducted in line with the methods recommended by Meijer & Baneke8. This involves increasing the co-efficient value c in increments, commencing at c=.01, then in increments of .05 (c=.05, .10, .15, .2, .25, .3, .35, .4, .45, .5, .55, .6) until the most interpretable solution is found. This procedure excludes items that demonstrate poor discriminability, and the solution which best corresponds with the parallel analysis and EFA will be selected. As this may result in the exclusion of non-discriminating items, the final EFA solution may not include the full range of 17 HRSD items.

Confirmatory factor analyses (CFA), using the Lavaan package in R8, will then be conducted using the confirmatory sample dataset, examining the models found in the exploratory stage, along with other well-established models. Maximum likelihood (ML) will be used for the model estimation. Multivariate normality of the data will be examined using the Henze-Zirkler test10, which will determine whether a robust maximum likelihood method will be required when estimating model parameters. Model selection criteria will include Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). Absolute fit indices will include Root Mean Square Error of Approximation (RMSEA) and Standardised Root Mean Square Residual (SRMR), which are considered acceptable at < 0.0811. Relative fit indices will include Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI), which are considered acceptable at > 0.9512. Internal consistency will be assessed using McDonald’s Omega, which is typically considered acceptable at > 0.7013. Once EFA has determined the dimensionality and factor structure of the data, confirmatory factor analysis will be conducted in relation to the simple structure EFA model, along with two common factor analytical models that are well defined and replicated in psychopathology research: a higher-order model and a hierarchical bi-factor model*.*1 (see Figure S1). Chi-squared difference tests of these analytical models, together with examination of relevant fit indices, will be used to determine the optimum models of depression.



Figure S. Illustrative Bi-Dimensional Example of a Simple Structure Model, a Higher Order Model and a Hierarchical Bi-Factor Model).

This analysis described above will run four times, (i) baseline data only, (ii) combined treatment and placebo outcome data at 8-weeks (4-12 weeks), (iii) outcome data in the treatment group only, (iv) outcome data using placebo group only, as outlined in Table S3. Results will be assessed across samples by comparing dimensionality and factor structure, as well as indicators such as factor loadings/cross loadings, communalities, variance explained.

Table S3. Exploratory and Confirmatory Factor Analysis Models to be Examined

|  |  |  |  |
| --- | --- | --- | --- |
|  | Model Name |   | Model Description |
|   | Exploratory Factor Analysis (using exploratory dataset) |
|   | EFA Baseline | - | EFA of baseline data |
|  | EFA Outcome | - | EFA of (combined) outcome data |
|  |  |  |  |
|  | EFA Placebo | - | EFA of (individual) outcome placebo data |
|  | EFA Treatment | - | EFA of (individual) outcome treatment data |
|  |   |   |   |
|   | Primary Models for Confirmatory Factor Analysis (using confirmatory dataset) |
| (i) | CFA Baseline - Simple | - | CFA of baseline data using simple structure identified by EFA |
|  | CFA Baseline - Higher Order | - | CFA of baseline data using higher order structure |
|  | CFA Baseline - Bi-factor | - | CFA of baseline data using bi-factor structure |
|  |  |  |  |
| (ii) | CFA Outcome - Simple | - | CFA of (combined) outcome data using simple structure identified by EFA |
|  | CFA Outcome - Higher Order | - | CFA of (combined) outcome using higher order structure |
|  | CFA Outcome - BI-factor | - | CFA of (combined) outcome using bi-factor structure |
|  |  |  |  |
|  | Additional Models for Confirmatory Factor Analysis (using confirmatory dataset) |
| (iii) | CFA Placebo - Simple | - | CFA of outcome placebo data using simple structure identified by EFA |
|  | CFA Placebo - Higher Order | - | CFA of outcome placebo data using higher order structure |
|  | CFA Placebo - BI-factor | - | CFA of outcome placebo data using bi-factor structure |
|  |  |  |  |
| (iv) | CFA Treatment - Simple | - | CFA of outcome treatment data using simple structure identified by EFA |
|  | CFA Treatment - Higher Order | - | CFA of outcome treatment data using higher order structure |
|  | CFA Treatment - BI-factor | - | CFA of outcome treatment data using bi-factor structure |

The optimum baseline model (or models, as the optimised solution may differ in the databases) and CFA outcome model will then be used to compute factor scores for each data-group, which will be used in later analyses (see Section 6.3). Factor scores will be computed using the *lavPredict* function in Lavaan, as per Farahdel et al15. Figure S2 provide an overview of the planned psychometric analyses. Note that only the 17 items of the HRSD which are common across all studies will be considered for this analysis (i.e. studies which use long version of the HRSD will have those items excluded from this analysis).



Figure S. Overview of the planned psychometric analyses

### 6.2.2 Comparing psychometric models of depression

The models produced at baseline and outcome (placebo and treatment combined, as well as placebo and treatment separately) will be examined to identify any potential differences in model structure or item functioning. This will include examination of differences in nonperforming (i.e., dropped) items, examination of the factors onto which each item loads and inspection of the salience of each item according to their respective factor loading scores. EFA models that cannot be confirmed by CFA, as well as any potential differences between models produced using CSDR and Vivli data, will also be reported in detail. Respective analyses will continue as planned and potential differences in primary and secondary outcomes between CSDR and Vivli datasets will be examined and reported. Potential differences between baseline and/or outcome models and the original 17-item model proposed by Hamilton1 will also be assessed in terms of factor structure and item functioning/redundancy. Additional analyses will include sub-group analysis examining for potential gender invariance in all CFA models (see Section 6.4). The parameters of the psychometric analyses are outlined in Table S4.

Table S4. Parameters of Psychometric Analyses

|  |  |  |
| --- | --- | --- |
|  |  | **Criteria** |
| Statistical Analysis Methods | - | Psychometric modelling of pre-treatment (baseline) and outcome data using exploratory and confirmatory factor analysis |  |
| Rotation (EFA) | - | Oblique (e.g. Direct Oblimin) |  |
| Estimator (CFA) | - | (robust) Maximum Likelihood |  |
| Fit indices of Interest | - | Akaike Information Criterion (AIC) |  |
| - | Bayesian Information Criterion (BIC) |  |
| - | Root Mean Square Error of Approximation (RMSEA)  | [< 0.08] |
| - | Standardised Root Mean Square Residual (SRMR) | [< 0.08] |
| - | Comparative Fit Index (CFI) | [> 0.95] |
| - | Tucker-Lewis Index (TLI)  | [> 0.95] |
| Internal Consistency | - | McDonald’s Omega | [> 0.70] |
| Measurement of Differential Item Functioning | - | CommunalitiesFactor Loadings | [> 0.40][> 0.30] |
| - | r-squared |  |
| - | Mean |  |
| - | Standard Deviation |  |
| - | Standard Error |  |
| Model Comparison | -- | Fit IndicesChi-squared difference test for factor analytical models |
| Planned Subgroup Analysis | -- | Gender invariance using chi-squared difference testsChange in fit indices RMSEA SRMR CFI TLI | [0.015][0.030][0.010][0.010] |

## 6.3 Modelling original and psychometrically informed data, and calculating effect sizes

### 6.3.1 Computing weighted factor scores

Factor score weights will be garnered from the optimum models for baseline and combined outcome and used to obtain factor scores, which will be used in later analyses (see Section 6.3). These will be obtained using the *LavPredict* function in Lavaan6*.* Factor scores will differ from the sum scores used in the original analyses, as they will be weighted according to the variance explained by each item. Items that make a larger contribution to the variance explained will see participants’ scores increase, while items that make a smaller contribution will see scores decrease. LavPredict functions such that weighted scores can be derived for individual item responses for each participant. These can then be summed to calculate factor scores for each factor in the model, as well as a total scale factor score, the mean of which reflects the sum of the means of each individual factor6. To reflect current best practice for analysing randomised trials17, we will be conducting our analyses using the overall scale factor score. The way in which the weighted scores are derived results in the mean of participants’ weighted total factor scores being identical to their original raw scores. However, the redistribution of weight across items may result in a decrease in measurement error, which, in turn, could translate into a change in effect size. It should be noted that the number of items retained by each model may differ both from the original 17-item model of the HRSD and from each other. This will be accommodated in the analyses, as we will be comparing standardised mean differences as the effect of interest.

Ultimately, we will examine the effect size for placebo versus treatment using the raw total summed HRSD-17 scores, as per the original trial data. We will then compare this to the effect size for placebo versus treatment using the total summed factor scores derived from psychometric analyses using factor score weights garnered from the optimum models for baseline and combined outcome (See Table S3).

### 6.3.2 Primary Outcome: HRSD-17 scores

A sequence of analyses will be performed to establish whether there is any evidence that the application of factor scores modifies the obtained effect sizes. Primary (and secondary) outcome analyses will be conducted using the Vivli dataset, then reiterated using the CSDR dataset to identify potential differences in outcomes. First, we will establish the overall effects of antidepressants versus placebo in the pooled data, using original (raw score) HRSD-17 scores, by using a multilevel linear regression model, predicting outcome HRSD-17 scores, with treatment group as the predictor, adjusting for baseline HRSD-17 scores and study as the random intercept (Model 1). Then, a similar model will be built, except the total factor score at outcome (i.e. psychometrically-informed outcome sum scores) will be modelled, adjusting for total factor score at baseline (Model 2). We will also re-run these two models (i.e., Models 1 & 2), additionally adjusting for participant age and sex (Model 3 & 4 respectively).

Table S5. Multilevel Linear Regression Models for Primary Analyses

|  |  |  |
| --- | --- | --- |
| Model Name |   | Model Description |
| Model 1 | - | Original HRSD-17 scores modelled, with treatment group as the predictor, adjusting for baseline HRSD-17 scores and study as the random intercept. |
|  |  |
|   |   |
| Model 2 | - | Psychometrically-informed outcome sum scores (obtained using factor score weights garnered from the optimum models for baseline and combined outcome), with treatment group as the predictor, adjusting for baseline psychometrically-informed HRSD-17 scores and study as the random intercept. |
|  |  |
|  |  |
|  |  |
|   |   |
| Model 3 | - | Model 1, additionally adjusting for participant age and sex  |
| Model 4 | - | Model 2, additionally adjusting for participant age and sex  |

In each case, effects will be transformed into Cohen’s *d* standardised mean difference (SMD) to allow for effect size comparison. Potential differences between the raw score SMD difference and factor score SMD difference will be examined as the effect of interest (i.e. Model 1 vs Model 2, and Model 3 vs Model 4). Multilevel linear regression analyses will be conducted using the *lmer* function in the lme4 package in R16. An overview of the planned analysis is outlined in Figure S3.



Figure S3. Overview of Analysis of Primary Outcome, Comparing Original Raw Data with Psychometrically-Informed Data

Furthermore, each trial will be examined individually, to assess changes per trial, and results combined in a meta-analysis. Linear regression analysis will be used separately for the original trial data and factor score data to assess potential changes in outcome scores adjusting for baseline scores. Linear regression analyses will be conducted using the *lm* function in R16. Effect sizes will be obtained for each trial, comparing the original effect sizes from the HRSD-17 total scores versus the factor-informed scores, again calculating SMDs. The difference between the (raw score) SMD and the factor-informed SMD is considered the effect of interest for each trial.

Differences in effect sizes from the original and factor score results will be calculated and examined using random-effects meta-analysis using the Stata command *meta18* to determine an overall change in effect size for the psychometrically-optimised data. Heterogeneity will be assessed using the I2 statistic, which is used to assess the percentage of variability in the effect estimates that can be attributed to heterogeneity rather than chance. We will also examine potential moderators, including study country, antidepressant type and gender, in a meta-regression analysis. The parameters of the multi-level regression are outlined in Table S6.

Table S6. Parameters of Multi-Level Regression

|  |  |  |
| --- | --- | --- |
| **Variable** |  | **Criteria** |
| Dependent Variable | - | HRSD-17 outcome sum scores |
| Predictor | - | Treatment group |
| Adjustment | - | HRSD-17 baseline sum scores |
| Random Intercept | - | Study |

### 6.3.3 Secondary Outcome: Proportions achieving remission

Clinically important differences between original and psychometrically-informed data will also be assessed by examining potential changes in the number and percentage of participants achieving remission, as well as differences in absolute risk reduction. These analyses will be conducted using the recommended1 remission threshold of ≤ 7. As psychometric analyses may result in the removal of non-performing items, it will be necessary to determine an equivalent threshold for use with the psychometrically-informed data. The current recommended threshold (≤ 7) as a percentage of the maximum possible depression score for the 17-item model (i.e. 52) is 13%. We will therefore calculate the revised threshold as 13% of the maximum possible score of the factor-informed model of the HRSD-17. For example, if analysis indicates a 12-item model with a maximum possible score of 39, 13% of this score would result in a depression threshold of ≤ 5 for the psychometrically informed model to achieve remission. Thus, 13% of the maximum score will be used to indicate remission for our secondary outcome analysis. Remission rates and absolute risk differences will then be examined, to identify potential differences in the number of participants achieving remission according to the original and psychometrically-informed data. Analyses will follow a three-step process:

1. The difference in number/percentage of patients below remission threshold between baseline and both placebo and treatment examined separately for both original data sum scores and psychometrically-informed factor scores.
2. Potential differences in remission for placebo versus treatment groups will be examined for both sum score and factor score data.
3. Potential remission difference in differences compared for sum scores versus factor scores which is the effect of interest.

Overall multilevel models will be built as per the primary analysis, this time using logistic regression analysing the participants achieving remission, using the raw data and the psychometrically-informed data. Further models will also adjust for age and sex, analogous to those described above. An overview of planned analysis can be seen in Figure S4.



Figure S4. Overview of Analysis of Primary Outcome, Comparing Original Raw Data with Psychometrically-Informed Data

Then, we will use similar procedures to obtain the numbers achieving remission per trial, which will ultimately be modelled using random effects meta-analysis, with meta-regression exploring the potential moderators. The analyses will be conducted in Stata using the command *meta*18. The parameters for such are outlined in Table S7.

Table S7. Parameters of Meta-Analyses

|  |  |  |
| --- | --- | --- |
| **Variable** |  | **Criteria** |
| Primary Effect Measure of Interest | - | Change in SMD effect size due to psychometrically-informed re-analysis |
| Secondary Effect Measure of Interest | - | Difference in the number and percentage achieving remission per trial  |
| - | Absolute Risk Reduction  |
| Statistical Analysis Method | - | Random effects analysis with inverse variance |
| Covariates | - | Age |
| - | GenderCountryAnti-depressant type |

## 6.4 Subgroup Analyses

### Exploring measurement invariance and potential gender effects

Potential gender effects will be assessed using measurement invariance methods recommended by Murray et al19 in the optimal CFA model. Configural invariance will be examined by identifying potential differences in model structure and non-conforming (dropped) items between the gendered models. Weak invariance will be examined by constraining factor loadings across gender groups, while strong invariance will be examined by constraining factor loadings and intercepts9,19,20. The presence or absence of gender invariance will be established by using the lavTestLRT function in Lavaan to examine for statistically significant differences in chi-squared values between29 the initial and constrained models. Invariance will also be determined in relation to fit indices using criteria recommended by Chen21, which advocates change thresholds of .010 for CFI, .015 for RMSEA and .030 for SRMR. TLI is not specifically mentioned by Chen, but will be assessed in relation to the same threshold as CFI (i.e. .010), as they share the same cut-off threshold12.

Differential item functioning will assessed by examining a range of statistics, such as factor loading scores, r-squared values, mean values, standard deviations and standard errors. If significant gender variance is found, individual psychometrically optimised models will be assessed using data for men and women separately9,20. Primary and secondary analyses will then be repeated using the gendered models.
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