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Supplementary Appendix S1
Model fit
The preferred class model is selected using fit indices however the selection of preferred models should also be informed by theory and previous research (Bauer & Curran, 2003; Ram & Grimm, 2009). The fit criteria available in most software include the loglikelihood, which is the logarithm of the likelihood that the presented model accounts for the relationships among the indicator variables. Overall, models with larger loglikelihood values are considered better fits than models with lower values. Three sets of information criteria including the Akaike Information Criteria (AIC; Akaike, 1987), Bayesian Information Criteria (BIC; Schwartz, 1978), and sample size adjusted BIC (aBIC; Sclove, 1987) are also available (e.g. in Mplus) as fit indices (Nylund et al. 2007). Overall, models with larger AIC, BIC, and aBIC values are poorer in comparison to models with lower values. Other likelihood ratio-based statistics – the Vuong-Lo-Mendell-Rubin (LMR), the Lo-Mendell-Rubin adjusted LRT test (aLMR; Lo et al. 2001), and the Bootstrapped Likelihood Ratio Test (BLRT; McLachlan & Peel, 2000) are available for nested models. The LMR, aLMR, and the BLRT are produced for models with two or more classes for comparing a higher class model with one that has one less class than the estimated model. The p-values produced represent the exact probability that the less complex model nested within the estimated model generated the data. Only when the p-values exceed 0.05, do the tests fail to reject the model with one less class in favor of the estimated model. Studies using Monte Carlo samples suggest that the BIC may be the most reliable of the information criteria whereas the BLRT may be the most reliable of the likelihood-based statistics (Nylund et al. 2007; Lubke & Tueller, 2010). Some studies have however found that lower BIC values may not necessarily favor the correct model (Bauer & Curran, 2003; Lubke & Neale, 2008). Regarding FMM, Lubke and Miller (2015) note that specifying the factor variances to be class specific versus class invariant can have an impact on the number of classes of the best-fitting model. Overall, judgment about the preferred structural model is based on a comprehensive evaluation of information criteria and likelihood-based statistic evaluated within and across latent variable models.
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Supplementary Appendix S2
Statistical Software for Latent Variable Mixture Modeling 

There are several software developed for latent variable models (Kline, 2011; Byrne, 2012). Commercial software are e.g. Lisrel, IBM SPSS Amos, Mplus, and EQS. Of these software, Mplus (www.statmodel.com) provides a wide range of different statistical tools and is especially useful in latent variable modeling and is commonly used in latent variable mixture modelling. Mplus is syntax-based as well but has also some graphical user interface features. Byrne (2012) and Wang and Wang (2012) have written guides especially for Mplus programming. 
IBM SPSS Amos (www.ibm.com/software/products/fi/spss-amos) provides a graphical approach (also programmatic interface is available) to latent class analysis and e.g. latent growth modeling. Latent Gold (statisticalinnovations.com/products/latentgold.html‎) is developed especially for LCA and latent factor mixture modeling. Note that also some other statistical software have their specific procedures for latent variable modeling, such as SAS (LCA and LTA procedures), Stata (GLLAMM command, LCA Stata plugin), and R (the poLCA package).
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Supplementary Appendix S3

ANNOTATED SYNTAX FOR LATENT CLASS ANALYSIS

! Statements following “!” are descriptions of command syntax and are unneeded for the analysis. These are not included in the running of the syntax

TITLE: LATENT CLASS ANALYSIS OF NCS PSYCHOSIS DATA

DATA:

  FILE IS "C:\Data\psychosislvmm004.dat";

VARIABLE:

NAMES ARE u1-u20; 
!You may choose to list variable names separated by a tab in order in which they are represented on your data file
USEVARIABLES ARE u1-u20;
!You may choose to specify a subset of items to include in the analysis/

  CLASSES = C(3);

!Specifies the number of classes to impose on the data
CATEGORICAL = u1-u20;
!Specifies categorical variables. Program default assumes interval level variables
PLOT:

    type=plot3;

    series = u1(1) u2(2) u3(3) u4(4) u5(5) u6(6) u7(7) u8(8) u9(9)

    u10(10) u11(11) u12(12) u13(13) u14(14) u15(15) u16(16) 

    u17(17) u18(18) u19 (19) u20(20);  

ANALYSIS: TYPE = MIXTURE;

ALGORITHM = INTEGRATION;
!This command is also used to specify the type of numerical integration and number of integration points
STARTS = 500 40;
!Tells the program to generate 500 sets of starting values in the initial start and to use 40 optimizations in the final stage. Program often recommends a large number of starting values to address problems of local or multiple solutions. This comment allows a change to the program default of 

10 2
STITERATIONS = 40;
!Specifies the maximum number of iterations to be allowed in the initial stage. This command allows a change to the program default of 10/

LRTSTARTS = 200 40  200 40;
!This allows the investigator to increase the number of starting values to be used in the initial stage and the number of optimizations for the final stage in the estimation of the model with one less class nested within the model with one additional class. In this syntax, the less complex model uses 200 starts and 40 optimizations are conducted 
LRTBOOTSTRAP = 100;
!Specifies the number of bootstrap draws to be used for estimating the exact probability that the model with one less class produced the data. This is a computationally intensive option to the program default
OUTPUT:  TECH1 TECH2 TECH3 TECH4 TECH7 TECH8 TECH11 TECH14; 

!TECHNICAL 1 Examined for parameter specifications and starting values for free parameters

!TECHNICAL 2 Contains information about derivatives for each parameter

!TECHNICAL 3 Contains estimated covariance and correlation matrices for estimated model

!TECHNICAL 4 Examine for means, covariances, and correlations matrices for the latent variables

!TECHNICAL 7 Provides sample statistics for each class

TECHNICAL 8 provides the optimization history of the estimated model. TECHNICAL 11 provides results of the LMR and adjusted LMR test. 
TECHNICAL 14 provides results of the BLRT 

SAVEDATA:

RESULTS IS psychosislpa_3c;   !Results output can be saved under a specified file name

SAVE = CPROBABILITIES; 
!Can be specified to obtain group case assignment if needed

ANNOTATED SYNTAX FOR FACTOR MIXTURE ANALYSIS

TITLE: FACTOR MIXTURE ANALYSIS OF NCS PSYCHOSIS DATA

DATA:

  FILE IS "C:\Data\psychosislvmm004.dat";

VARIABLE:

  NAMES ARE u1-u20;

  USEVARIABLES ARE u1-u20;

  CLASSES = C(2);

  CATEGORICAL = u1-u20;

PLOT:

    type=plot3;

    series = u1(1) u2(2) u3(3) u4(4) u5(5) u6(6) u7(7) u8(8) u9(9)

    u10(10) u11(11) u12(12) u13(13) u14(14) u15(15) u16(16) 

    u17(17) u18(18) u19 (19) u20(20);

ANALYSIS: TYPE = MIXTURE;

          ALGORITHM = INTEGRATION;

          STARTS = 1000 100;

!Lots of starting values are recommended for complex models
          STITERATIONS = 80;

          LRTBOOTSTRAP = 100;

          LRTSTARTS = 1000 200 1000 200;

MODEL:

  %OVERALL%

  f1 BY u10 u19 u20; 

 !Indicates which variables measure a given latent variable/
  f2 BY u11 u12 u13 u14 u15 u16 u17 u18;

  f3 BY u1 u2 u3 u4 u5 u6 u7 u8 u9;

  [f1-f3@0];
!Indicates that the factor variances across classes are fixed at zero within each class—a nonparametric form. Factor means are however allowed to be invariant across classes. Alternatively, the factor variance can be unconstrained within each class such that f*; and/or fixed at a specific value e.g., f@1. Note that the placement of this line is in the overall model. If this line was moved and placed within a section describing a specific class—e.g., under %c#1% then factors would be fixed in that class alone
  %c#1%



!Model is specified for each class
  f1 BY u10@1 u19-u20;

  f1;



!Can be freed within a specific class e.g., f1* under %c#1%
  [u10$1 u19$1 u20$1];

!Intercepts and loadings can be allowed to differ across classes—e.g., u19$1*
  f2 BY u11@1 u12-u18;


  f2;

  [u11$1-u18$1];              !Item thresholds and user-specified starting values (when desired) are defined within the square brackets. The “$” sign and the threshold value are placed after the variable to indicate the threshold. This will be 1 for binary variables hence u11$1. For an ordered categorical variable with four ordered categories you would have


![u11$1-u18$1]


![u11$2-u18$2]


![u11$3-u18$3]

 !To specify a start value, e.g., u11$1*1

  f3 BY u1@1 u2-u9;

  f3;

  [u1$1-u9$1];

  %c#2%



!Each class is represented
  f1 BY u10@1 u19-u20;

  f1;

  [u10$1 u19$1 u20$1];

  f2 BY u11@1 u12-u18;

  f2;

  [u11$1-u18$1];

  f3 BY u1@1 u2-u9;

  f3;

  [u1$1-u9$1];

OUTPUT:  TECH1 TECH2 TECH3 TECH4 TECH7 TECH8 TECH11 TECH14;

SAVEDATA: RESULTS IS psychosisfma_3f2c;
