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Supplement 1: Specifications for the Google News search 

Supplement 1a: Search terms for study 1  
Terms were derived from any terms containing word fragments: 
'depress','mental_','mentally', 'psychol','psychia','neuros', 'neuropsy', 'therapy','patient'}; 
hand edited from 165 down to 101 to remove clearly bad terms like "fundamentally" (contains 
the search term “mental”) and "great depression". 
 

 
  



Supplement 1b: Calculation of metrics for the Google News 
Corpus 
   Corpus, word similarity weight assignment, and network parameters. The Google News 
corpus included ~1 billion words, with 200,000 words and phrases in common dictionaries and 
coded for content (https://code.google.com/archive/p/word2vec/#Pre-
trained_word_and_phrase_vectors). We used the word2vec algorithm (Mikolov, T, Chen, K, 
Corrado, G, Dean, J 2013), which coded words on 300 algorithmically derived features and 
computed the similarity between each word pair as the cosine between the feature vectors. This 
coding yielded a contextual similarity metric (similarity of contexts in which words were 
mentioned). 
   Network layout. We obtained the network layout with the VOSviewer software (van Eck & 
Waltman 2010) (www.vosviewer.com) setting attraction and repulsion parameters to 1 and -1, 
respectively. Links were thresholded as “connected” if they had similarities of at least -2 
standard deviations below the mean among the searched terms; see Supplement 7 for 
advantages and disadvantages of our use of this strategy. 
  Network structure metrics.  Small world-ness was calculated as the ratio of mean shortest 
paths from one node to another in the network divided by the same index for a similar-sized 
random network (Humphries & Gurney 2008), via the SBEToolbox (Konganti et al. 2013). 
Fractal dimensionality was calculated using the Hausdorff dimensionality (Hausdorff 2001) for 
the “strong” connections in the adjacency matrix. This number represents the complexity of a 
binary image, ranging from 1 (simple line through an image) to 2 (random patterns).  
   Grouping terms: Terms were grouped into clusters using VOSviewer software clustering, a 
weighted variant of modularity-based clustering (Waltman et al. 2010) (resolution = 1, minimum 
cluster size = 5 items).  
   Metrics for inefficient communication between nodes. We used the SBEToolbox 
(Konganti et al. 2013) to estimate nodewise centrality and clustering values. Degree centrality 
represented the number of connections a node has to other terms. The clustering coefficient 
represented the extent to which a node clusters with other nodes. Local average connectivity 
reflected the extent to which a node is connected to its neighbors. Nodes that were low (<1 std 
below mean) on all three were considered orphans, with little connection to the rest of the 
graph. Nodes that were low (< 1 std below the mean) on any measure were considered “at risk”. 
For groups of similar terms differing in tense (e.g., “antidepressant”, “antidepressants”) or 
specification of an irrelevant element (e.g., “antidepressant”, “antidepressant drug”), if one term 
was not an orphan or “at risk”, the whole group was given that status. 
   “Communication” and “lost in translation” indices. We considered terms not mentioned in 
conjunction with other modules to be at risk for being “lost in translation”. We computed its 
“stabilizing” index (# connections within module) for each node versus its “communicating” index 
(# connections between modules) with each of the other modules. We computed a novel “lost in 
translation” index as the ratio of communicating connections to the stabilizing+communicating 
connections sum, with respect to each other module.  
  Metrics for determining communicative/bridging terms. We calculated the Betweenness 
centrality, the number of shortest paths through the network that involve a given node, 
representing the node’s influence over the network. Bridging centrality represented the extent to 
which a node connects densely connected subsets of the graph, if it functions critically in 
propagating information from one area of the network to another. Nodes that were high (>1 std 
above the mean) on any property and had at least the mean number of connections (degree 
centrality >6) were considered “influential” and worthy of consideration as bridging terms. We 
also calculated the brokering coefficient, reflecting the extent to which a node connects nodes 
not otherwise connected in the network (Cai et al. 2010). This index performed largely as the 

https://code.google.com/archive/p/word2vec/#Pre-trained_word_and_phrase_vectors
https://code.google.com/archive/p/word2vec/#Pre-trained_word_and_phrase_vectors
https://paperpile.com/c/DGCycO/pk9xj
https://paperpile.com/c/DGCycO/pk9xj
https://paperpile.com/c/DGCycO/tsWni
https://paperpile.com/c/DGCycO/tsWni
https://paperpile.com/c/DGCycO/RRfoR
https://paperpile.com/c/DGCycO/Qaq5d
https://paperpile.com/c/DGCycO/ERrD5
https://paperpile.com/c/DGCycO/T6Iru
https://paperpile.com/c/DGCycO/Qaq5d
https://paperpile.com/c/DGCycO/i5R9r


orphan/risk indices (because it accounted for nodes with low connectivity) and thus was 
analyzed separately. We calculated a “brokering influential” score as items scored as 
“influential” and also high (>1 std above the mean) in brokering. We considered nodes with high 
numbers of between-module connections as potential targets of remediating communication 
between modules (hence “communicative” or “bridge” nodes, (Cramer et al. 2010)).  
  Network quality: We considered words strongly associated with depression in the 
corpus regardless of whether they met our criteria. 
 

  

https://paperpile.com/c/DGCycO/lr1Ie


Supplement 2:  Google News Network  

Supplement Figure 2a. Color version of Figure 1, the Google 
News Network 

 
  

1: psychology (2.35)
2: therapy (-0.14)
3: psychologists (-0.14)
4: psychiatrists (-0.14)
5: psychiatrist (-0.14)
Lost in Translation M(SD)=.04(.09)

1: mental_illness (1.47)
2: mental_illnesses (0.50)
3: mental_health (0.50)
4: therapy (0.02)
5: psychology (0.02)
Lost in translation M(SD)=.07(.10) 1: psychiatry (0.41)

2: social_psychology (-0.29)
3: psychotherapy (-0.29)
4: neuroscientists (-0.29)
5: neuropsychology (-0.29)
Lost in Translation M(SD)=.07(.10)

1: psychotherapy (0.02)
2: social_psychology (-0.46)
3: psychological_science (-0.46)
4: psychological_medicine (-0.46)
5: psycholinguistics (-0.46)
Lost in Translation M(SD)=.05(.10)

1: electroconvulsive_therapy (-0.14)
2: unipolar_depression (-0.49)
3: tricyclic_antidepressant (-0.49)
4: tricyclic_antidepressants (-0.49)
5: psychotic_depression (-0.49)
Lost in Translation M(SD)=.01(.04)

1: depression (1.11)
2: mental_disorders (0.41)
3: manic_depression (-0.29)
4: depressive_disorders (-0.29)
5: depressive_disorder (-0.29)
Lost in Translation M(SD)=.08(.12)
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Antidepressants & 
Disorder Names

Academics & 
Psychotherapies



Supplement Figure 2b. Modules derived using a second 
clustering algorithm 
To examine the robustness of the VosViewer clustering solution we also clustered the giant 
component from the Google News Corpus using the well-known Louvain algorithm (Blondel et 
al. 2008) for modularity optimization. The layout was obtained using the Kamada-Kawai layout 
technique (Kamada and Kawai 1989). The visualization was obtained using the Pajek software 
package (de Nooy, Mrvar, and Batagelj 2011). Terms outside the giant component were the 
same as for VosViewer. Only 8 terms did not have the same cluster assignment in the two 
clustering approaches. 
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Supplement 3: Term-wise statistics 

Supplement Table 3-1. Degree centrality, clustering, and node 
centrality statistics for each term with at least one connection.  
Adjacent highlighted terms are considered groups of terms with identical meaning. Orphan and 
risk values which meet criteria described in the text but are part of a group of terms where at 
least one term is not an orphan or at-risk term are given values of 0.1.  
 

 
 



 
 
 

  



Supplement Table 3-2: Connectivity coefficients for the 
network of depression-related disciplines 
 

 
 



 
 
 

  



Supplement Figure 3-1: Lost-in-translation indices for each 
term, from each module to each other module. 
 
Low levels of between module connectivity (deep red) are shown for nearly all terms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Patients & Providers 

Antidepressants &  
Disorder Names 

Academics &  
Psychotherapies 

Unconnected 

2 item clusters 



Supplement Figure 3-2: Sorted degree centrality (# of 
connections) for each term in the Google News network 
The low number of connections in general, particularly for terms commonly referenced in association 
with depression in academia (e.g., anhedonia has zero connections) could suggest specific breaks in 
translation. 

  



Supplement 4: Analysis of a priori terms for the Google 
News corpus. 
 
Motivation. To further understand how search terms of specific interest from the Google News 
corpus were communicating, we examined whether they were co-occurring in the same 
sources, or in sources that would lead to knowledge about both terms. For this we considered 
both the shortest path in the network to get from one term to the other, and  how many routes 
between the terms there were with that shortest path length.  
 
Method 
  Network metrics for a priori terms: Word- and word-pair based statistics including shortest 
path between terms, number of edges with shortest path distance, and 1-step topological 
overlap (via (Rubinov and Sporns 2010) were computed for 9 a priori terms chosen by GS as 
representative of domains-of-interest in which communication-breakdowns might be detected, 
from 101 term list. These included: “depression”,”patient”, “psychologist”, “psychology”, 
“psychiatrist”, “psychiatry”,’ “neuroscience”, “antidepressant”, “psychotherapy”. For targets for 
bridging, we also looked at the topological similarity (i.e., similarity of network links) between our 
a priori terms, to see whether influential terms were similarly connected or might have different 
influences on the network from each other.  
 
Result. 

Question 3: Are there terms that do not communicate strongly? Weak Paths: Table 
S2-1 shows bivariate data for paths between a priori terms grouped by module, z-scored with 
respect to all bivariate paths between terms in the giant-component network.  

Table S2-1a shows the number of shortest paths between all of the chosen a priori 
terms; all were within 2 standard deviations of the network’s mean, though “psychology” was 
particularly well connected (Z>1.5) to “psychotherapy”, “psychiatry”, and “psychologist”, and 
“depression” was well connected only to “patient” with Z<-.5 connections to 
“psychologist”,”psychiatry”, and “psychotherapy”. Similarly, the lowest number of short paths 
(Z=-1.21) were between “psychologist”, “psychiatry”, “psychotherapy”, and “psychiatrist”. 
“Neuroscience” had approximately average connectivity to every examined term, with among 
the network’s stronger connections to “patient”.  

Table S2-1b shows the analogous graph for the distance of the shortest path between 
the a priori terms; shorter paths are highlighted in blue and longer paths are highlighted in red. 
As shown, “psychology”, “depression”, and “antidepressant” all had comparatively long “shortest 
paths” to the rest of the network. “Patient”, “psychiatrist”, and “neuroscience” had some of the 
shortest paths. 

Topological Similarity (TS). Of the a priori terms, “psychology”, “psychiatry”, and 
“depression” were all influential. Table 4 shows the topological similarity between the a priori 
terms - the low values (most below 0.5) suggest there was strong differentiation among the 
connectivity of examined terms. As shown, some of the terms had similar networks (e.g., 
“psychiatry” and “psychology”, TS=.76). The network for depression was different from all of the 
other terms (8 TS’s<.3, TS psychology=.41) and the network for patients also diverged from ⅞ 
terms (TS<.4) with the lone similarity to “psychiatrist”. Thus increasing associations of 
depression specifically with psychiatry and psychology could have strong influence on the 
network.  
 

 

https://paperpile.com/c/rpY2x1/gaT8


Supplement Table S4-1: Z-scores for network inefficiencies  
Scores are given for the number of shortest path edges between nodes and the length of the 
shortest path.  Terms are grouped by module within the giant component. 
 

 
 
  



Table S4-2: Network similarities for potential use in increasing 
communication between domains in the Google News corpus.  
Terms are grouped by module within the giant component. 
 

 
  



Supplement 5: Terms used in the World of Science 
search 

Supplement Table  5-1: Mental Health Science subdisciplines 
for the discipline-wise search 
 

1. Psychiatry 
2. Neurosciences 
3. Clinical neurology 
4. Pharmacology & Pharmacy 
5. Psychology, Multidisciplinary 
6. Psychology, Clinical 
7. Medicine, General & Internal 
8. Public, Environmental & Occupational Health 
9. Geriatrics and Gerontology 
10. Gerontology 
11. Cardiac & Cardiovascular Systems 
12. Psychology, Developmental 
13. Health Care Sciences & Services 
14. Pediatrics 
15. Nursing 
16. Oncology 
17. Endocrinology & Metabolism 
18. Multidisciplinary Sciences 
19. Behavioral Sciences 
20. Rehabilitation 
21. Biochemistry & Molecular Biology 
22. Surgery 
23. Anesthesiology 
24. Physiology 
25. Health Policy & Services 
26. Medicine, Research & Experimental 
27. Obstetrics & Gynecology 
28. Psychology, Social 
29. Substance Abuse 
30. Genetics & Heredity 
31. Social Sciences, Biomedical 
32. Peripheral Vascular Disease 
33. Immunology 
34. Family Studies 
35. Nutrition & Dietetics 
36. Primary Health Care 
37. Biology 
38. Critical Care Medicine 
39. Social Work 
40. Economics 
41. Integrative & Complementary Medicine 
42. Psychology, Experimental 



43. Chemistry, Medicinal 
44. Psychology, Psychoanalysis 
45. Evolutionary Biology 
46. Psychology, Applied 
47. Womens Studies 
48. Neuroimaging 
49. Infectious Diseases 
50. Social Sciences, Interdisciplinary 
51. Ophthalmology 
52. Sociology 
53. Psychology, Educational 
54. Psychology, Biological 
55. Education, Special 
56. Medical Informatics 
57. Engineering, Biomedical 
58. Anthropology 
59. Social Issues 
60. Education, Scientific Disciplines 
61. Humanities, Multidisciplinary 
62. Virology 
63. Religion 
64. Computer Science, Artificial Intelligence 
65. Medicine, Legal 
66. Statistics & Probability 
67. Ethnic Studies 
68. Social Sciences, Mathematical Methods 
69. Psychology, Mathematical 
70. Medical Ethics 
71. Philosophy  

  



Supplement Table  5-2: List of filtering terms for articles from 
the discipline-wise search 
 

1. Respiratory depression 
2. Synaptic depression 
3. Long term depression 
4. Depression in the context of bone fractures 
5. Point depression 
6. Shoulder depression 
7. Myocardial depression 
8. Metabolic depression 
9. Depressor muscles  
10. Depressed * scar 
11. Depressed myofilament 
12. Depressed cardiac 
13. ST-depression 
14. Depressed infection 
15. Depressed * insulin 
16. Depressed cognitive alertness 
17. Depressed nutritional 
18. Depressed mental status 
19. Depressed * count 
20. Depressed ejection fraction 
21. Depressed ventricular function 
22. Depressed contraction  
23. Depressed stroke 
24. Depressed * growth 
25. Depressed * rate 
26. Depressed current 
27. Inbreeding depression 
28. Cortical spreading depression 
29. Karst depressions 
30. River * depression 
31. Depressed air 
32. Depression years 
33. Segment depression 
34. Key-depression 
35. Great depression 

 
* Means “within three words” 
 
  



Supplement 6: World of Science discipline-wise search 

Supplement Figure 6-1. Lost in translation indices for each term 
in each module to each other module 
Moderate levels of between module connectivity are shown for most terms. 
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Supplement Figure 6-2. Sorted degree centrality (# of 
connections) for each discipline in the Google News network.  
The moderate number of connections in general, and linear increase across the graph could represent a 
range of translational potential. The low number of connections associated with disciplines outside 
psychology/psychiatry (e.g., humanities, philosophy, medical ethics, computer science, evolutionary 
biology) could represent specific areas in which translational potential could be maximized. 
 

 
 
  



Supplement Figure 6-3: Color version of Figure 2, the 
discipline-wise network 
 

 
  

1: medicine general and internal (1.58)
2: public environmental and occupational health (0.99)
3: geriatrics and gerontology (0.99)
4: oncology (0.99)
5: gerontology (0.80)
Lost in translation M(SD)=. 0.47(0.19)

1: public environmental and occupational health (1.99)
2: nursing (1.39)
3: medicine general and internal (1.39)
4: health care sciences and services (1.00)
5: gerontology (0.80)
Lost in translation M(SD)=.23(.34)

1: psychiatry (2.01)
2: clinical neurology (1.69)
3: neurosciences (1.59)
4: pharmacology and pharmacy (1.48)
5: multidisciplinary sciences (1.48)
Lost in translation M(SD)=.45(.17)

1: psychiatry (2.58)
2: clinical neurology (1.79)
3: neurosciences (1.19)
4: multidisciplinary sciences (1.19)
5: endocrinology and metabolism (0.60)
Lost in translation M(SD)=.30(.15)

1: psychology multidisciplinary (1.39)
2: psychology clinical (1.39)
3: psychology developmental (0.99)
4: pediatrics (0.80)
5: substance abuse (0.80)
Lost in translation M(SD)=.40(,39)

1: psychology multidisciplinary (1.80)
2: psychology clinical (1.69)
3: pediatrics (0.85)
4: psychology developmental (0.85)
5: social work (0.01)
Lost in translation M(SD)=.26(.55)

General
Medical

Psychological

Biological



 

 

Supplement 7: On the use of binary weights.  
 
A primary goal of this paper was to consider the extent that texts that mention some terms also 
measure other terms, e.g., whether texts that mention terms in one cluster were likely to 
mention terms from another cluster. Towards this end we used the fairly common approach of 
binarizing connection strengths such that connections deemed stronger than some threshold 
were considered to be co-mentioned (i.e., the connection was deemed “present” and the nodes 
were said to communicate) and connections deemed weaker than the threshold were 
considered to not be co-mentioned (the connection was deemed “absent” and the nodes were 
said to not communicate.) We then used metrics dependent on such binary weights such as 
centrality and bridging measures to make determinations of communication. This approach has 
advantages and disadvantages. Disadvantages stem from the fact that continuous variation in 
weights is ignored. In truth all nodes are connected, so binarized weights is an artificial concept. 
Our threshold for calling a connection present or absent is fairly arbitrary – lower thresholds 
would find more nodes to be connected, and thus would suggest higher inter-cluster 
connectivity. And finally, very strong connections, even if there are few, are not given more 
weight than somewhat strong connections. As such, even if there is a specific connection which 
serves as a “superhighway” between clusters, it is not given any more prominence in our 
characterizations than the other connections that are present or absent. The result is that we 
could suggest, for example, that clusters are not well connected despite the presence of one or 
more very strong connections. The advantages of this approach are that it captures our 
question, which more strongly regards the number of super-threshold connections than whether 
there are specific strong connections. That is, for questions such as “are texts that mention 
terms in cluster 1 also likely to mention terms in cluster 2” the binarized connections method 
answers whether the mention of most terms in cluster 1 are likely to co-occur with mention of 
terms in cluster 2 without regard for the relative frequency of mentions of the cluster 1 terms. 
The continuous weights approach would account for there being many publications which 
mention a single term in cluster 1, that all mentioned a single term in cluster 2; we did not want 
to emphasize such occurrences. In addition, the use of binarized weights is a notorious solution 
to the overfitting problem in which specific weights are often too dependent on specific sampling 
criteria – binary weights are likely more robust such that if we changed sampling criteria to 
include or not include any given nodes that has very strong weights, our conclusions would 
likely remain the same. Finally, the use of binary weights allows use of many statistics (e.g., 
centrality and bridging) that answer our primary questions; these statistics are not developed for 
continuous weight approaches. While this last argument would not generally be a reason we 
would use the binary weights approach – we could likely have redeveloped relevant statistics 
and published the associated methods and validation papers before submitting the current work 
– the other arguments for preserving binary weights convinced us this detour would likely not be 
of sufficient effort to warrant pursuing it. 
 
 
 
  



Supplement 8: Noun Phrase Co-occurence Network 
details and statistics 
 

Supplement Figure 8-1: Color version of Figure 3, the Noun 
Phrase Co-occurrence Network  

 
 

 
 

Supplement Figure 8-2: Detail for Noun Phrase Co-occurrence 
Network  
  



Cluster 1: 

 
 
 
Cluster 2: 

 
 
 
  



Cluster 3: 

 
 
 
 
 
 
 
  



Supplement Figure 8-2: Lost in Translation Indices for each 
noun phrase from each module to each other module in the 
network.  
Low levels of connectivity for the first two modules (patients and providers and academia; deeper reds) 
and moderate connectivity for the special interests module (yellows) are shown. Terms are unlabeled so 
as to keep the figure readable, given the large number of terms. 

 
 
  



Supplement Figure 8-3: Sorted degree centrality for each 
network term 
The relatively high number of connections associated with most terms in the network could suggest 
moderate translational potential if the network were to be capitalized upon in planning 
communications.  
 

 
  



Supplement 9: Network of top 50 associations for “side 
effect” 
 
Terms are plotted in three modules, with module indicated by the color of the circle next to the item. 
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