SUPPLEMENTARY MATERIAL


This supplementary material is to submit to Ageing & Society journal for review on the manuscript, entitled “Socioeconomic-related health inequality in non-communicable diseases among older people in Viet Nam”. This material provides results of model specification tests and comparison among selected models.

Model specification tests 
We used Pregibon’s link test to examine model specification. In brief, the logic of that test is to regress the dependent variable on its predicted values and square of its predicted values. Such test provides us information on whether important variables correlated with high-order terms are omitted or not. More specifically, Pregibon’s link test assesses whether the coefficients on the squared terms are significant difference from zero. Detailed information of Pregibon’s link test has been presented elsewhere (Deb, Norton, & Manning 2017[footnoteRef:1]; Pregibon 1980[footnoteRef:2]). After running OLS (for a continuous outcome) or probit regression (for a binary outcome), we used postestimation linktest in Stata to execute the specification tests. If a p-value of the square term is statistically insignificant, then ones can conclude that models are well-specified (Deb, Norton, & Manning 2017). A p-value that was less than 0.05 was regarded as statistically significant. [1:  Deb, P., Norton, E. C., Manning, W. G. (2017). Health econometrics using Stata. College Station, TX: Stata Press.]  [2:  Pregibon, D. (1980). Goodness of link tests for generalized linear models. Journal of Royal Statistical Society, 29(1), 15-23] 

1) Probit models using having at least one NCD as a dependent variable.
1.1) Urban areas
[image: ]

1.2) Rural areas
[image: ]
It can be seen that a p-value of the square term (_hatsq) was statistically insignificant in models for both rural and urban areas, implying that models used were well-specified.

2) Probit models using multi-morbidity as a dependent variable
2.1)	Urban areas
[image: ]
2.2)	Rural areas
[image: ]
In the case where a dependent variable was measured as multi-morbidity, model for rural areas was specified but model for urban was unspecified (a p-value of the square term <0.05).

3) Linear models
3.1)	Urban areas
[image: ]
3.2)	Rural areas
[image: ]
In the case where a dependent was a continuous variable, model for urban was specified but a p-value of the square term in model for rural areas was quite sensitive (0.05). We suspected that Stata may round up the p-value to the nearest second decimal place, thus we tried to compute link test manually and results of such test were shown below:
[image: ]
Our suspicion was correct that Stata rounded up the p-value. Here, it can be seen that a p-value of the square term for rural areas was less than 0.05, thus we sufficiently concluded that model for rural areas was unspecified.

Model comparison using log likelihood and information criteria (AIC and BIC)
[bookmark: _GoBack]In this exercise, we used log likelihood, AIC, and BIC produced by each model to compare amongst linear models and probit models (either using having at least one NCD or multi-morbidity as a dependent variable). Models with higher values in log likelihood and lower values in AIC and BIC were preferred. The results showed strong evidence in favour of probit models that used having at least one NCD as a dependent variable. Thus, we concluded that those models were the best-fitting ones.
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	Model
	Urban areas
	Rural areas

	
	Log likelihood
	AIC
	BIC
	Log likelihood
	AIC
	BIC

	Linear regression
	-1244.747
	2549.495
	2686.155
	-3356.156
	6772.312
	6940.022

	Probit models – Having at least one NCD
	-354.0723a
	768.1446a
	904.8053a
	-1109.18a
	2278.359a
	2446.070a

	Probit models – Multi-morbidity
	-444.3727
	948.7455
	1085.406
	-1296.012
	2652.024
	2819.734


Note: apreferred models
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(running probit on estimation sample)

Survey: Probit regression

Number of strata = 1 Number of obs = 703
Number of PSUs = 106 Population size 531,484.1
Design df 105
F( 2, 104) 34.73
Prob > F - o.0000

Linearized
disease_n Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat | .8674124 1200664  7.22 ©.000  .6293429  1.105482
_hatsq | -.3984467 .1464094  -2.72 0.008  -.6887495 -.1081438
_cons | .1053927 .0953954  1.10 0.272  -.0837588  .2945441
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(running probit on estimation sample)

Survey: Probit regression

Number of strata 1 Number of obs 1,079
Number of PSUs 204 Population size 1,107,135
Design df 203
F( 2, 292) 49.80
Prob > F - o.0000

Linearized
disease_n Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat | 1.030622 .1115014  9.24 0.000 811 1.25024
_hatsq | 0816961 .1687417  0.48 0.629  -.2504034  .4137956
_cons | -.0136015 .0602358  -0.23 0.822  -.1321513  .1049483
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(running regress on estimation sample)

Survey: Linear regression

lumber of strata = 1 Number of obs = 703
Number of PSUs = 106 Population size 531,484.1
Design df 105
F( 2, 104) 49.65
Prob > F 0.0000
R-squared - o.699
Linearized
14sum Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat | .6002692 .3407074  1.76 ©.081  -.0752906  1.275820
_hatsq | 1366953 .1269594  1.08 0.284  -.1150417  .3884323
_cons 238619 .1039567  1.23 0.221  -.1450613  .6231992
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(running regress on estimation sample)

Survey: Linear regression
lumber of strata = 1 Number of obs = 1,079
lumber of PSUs = 204 Population size 1,107,135
Design df 293
F( 2, 292) 35.86
Prob > F 0.0000
R-squared - oama

Linearized

14sum Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat | -.0847176 .4304845  -0.10 0.918  -.8998237  .B103886
_hatsq | 3436005 .1742055  1.97 0.050  .0007477  .6864532
_cons 679139 .2570618  2.64 0.000  .1732174  1.185061
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. * Conpute linktest manually
- qui svy: reg idsum $X if area==0

- qui predict yhat1 if e(sanple)
* qui sumarize yhati
© ++* Normalization
_ qui replace yhata - (yhatt - r(min))/(r(sax) - r(nin)
. qui generate yhat2 - yhat1r2
©++% pregibon’s Link test
" qui suy: reg i4sum yhata yhat2
. test yhat2
sdjusted tald test
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image1.PNG
(running probit on estimation sample)

Survey: Probit regression

Number of strata 1 Number of obs = 703
Number of PSUs = 106 Population size = 531,484.1
Design df 105
F( 2, 104) 20.46
Prob > F 0.0000

Linearized
disease Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat 1.36147 3050652  4.46 0.000  .7565823  1.966358
_hatsq | -.3628115 .2210033  -1.64 0.104  -.8011987  .0755756
_cons | 0085316 .1204375  0.07 0.948  -.281191  .2651823
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(running probit on estimation sample)

Survey: Probit regression

Number of strata 1 Number of obs = 1,079
Number of PSUs = 204 Population size = 1,107,135
Design df 203
F( 2, 292) 37.46
Prob > F 0.0000

Linearized
disease Coef.  Std. Err. t  Plt]  [95% Conf. Interval]
_hat | .0894437 2114874  4.68 0.000  .5732168  1.405671
_hatsq | 0128379 .1656886  0.08 0.938  -.3132527  .3389285
_cons | -.0005808 .082649  -0.01 0.994  -.1632429  .1620813





