Integrating ethics in HTA: many ways to Rome?
Utilitarianism 

Utilitarianism is a form of consequentialism that “assesses acts and/or character traits, practices, and institutions solely in terms of overall net benefit, which is often referred to as well-being or welfare” 1[]
. The overall net benefit refers to the supreme principle of utility which demands maximization of the balance of good (beneficial) over bad (harmful) consequences. Utilitarian theory does not refer to any other moral features of an action or policy, like truthfulness, fidelity or duty. It is also an important feature of this “approach that all partied affected by an action must receive impartial considerations” 2[]
. 

The outcome-orientation of utilitarianism means that it fits well with evidence-based medicine (EBM) 3[]
 and HTA focusing on cost-effectiveness 4[]
. HTA correspond well with the utilitarian principles to promote benefit (here: good health outcome), avoid harm (here: risk of pain and suffering), and to balance these in order to maximise well-being (here: good value for the health care costs). Perhaps the most illustrating expression of consistency between utilitarianism and HTA rationality is the use of measures like QALYs, which are used for comparing cost-effectiveness across technologies and patient groups.
Hence, it can be argued that HTA with its core analyses of effectiveness, safety and cost-effectiveness is based on the normative platform of utilitarianism, and it is also said that “Jeremy Bentham, the founding father of utilitarianism, would have been delighted by technology assessment” 
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[5]
. However, the HTA environment may not recognize/be aware of this affiliation, which is supported by a very brief search on the combination of HTA and utilitarianism
 gave only 7 hits. One problem with this unawareness or unspoken dominance of utilitarianism in HTA is the subsequent unawareness of its limitations. Most important is the neglect of taking of other moral values in to account and the disputed presumption of the principle for utility morally authority 6[]
.
Utilitarianism is constantly integrated in HTA in a coordinative and interactive manner, in the sense that analyses of effectiveness, safety and cost-effectiveness influence each other and interact. However, the ethical nature of this may not be recognized and ethical aspects may not be explicitly included. Attempts on the latter is e.g. to integrate concerns for equality in cost-effectiveness analysis 
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[7]
. This does not mean that ethics is integrated in a subsumed manner, only that some ethical aspects can be included in other disiplines of HTA. Utilitarianism has not been integrated in HTA in any of the four listed manners. Because utilitarianism is the normative basis of HTA, the question of integrating it as a separate ethical discipline may appear nonsensical, as it would be like asking how to integrate something into itself. However, one could add utilitarian analysis of social implications other than effectiveness, safety and cost-effectiveness, e.g., investigate the implications of screening for trisomy 21 on the attitudes towards persons with Downs syndrome. 
Deontology 

Deontology (or deontological ethics [D]) is a family of normative ethical theories, which are founded primarily on complying with some norms as such, independently from any reference to their consequences. It “involves certain categorical duties and prohibitions taking unconditional precedence over other moral concerns and considerations about finality and function” 8[]
. The rightness/wrongness of an action is determined by its intrinsic feature represented by a rational obligation, or “duty”, to behave towards others in a particular way. Therefore, a moral agent is one who acts in accordance with his/her obligations/duties, and a moral action is one caused by an adequate duty. So, D is a duty-based perspective. 

A paradigmatic example of D is Kantian ethics 9[]
: the purpose is to set up a moral framework that depends on an irrefutable logic and not on subjective experience. So, the ethical correctness of an act would be an absolute and undeniable duty. Moreover, D focuses on the definition of right and wrong actions and, consequently, the identification and foundation of norms, irrespective from the issue of man’s ultimate good. For this reason, D is a third-person ethics. Among modern and contemporary deontologists we could also include, even if from very different emphases by Kant, and among them: W.D. Ross, J. Rawls, T. Nagel, T. Scanlon, F. Kamm 
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.

Finally, it is usual to distinguish between two main kinds of D theories depending on how the subject determines/knows the duties: Act D asserts that value judgments are always particular, because humans have a special moral skill, or intuition, by which they perceive their obligations: therefore, general judgments are useless or arising from particular judgments. Rule D affirms that the right/the wrong consists of basic norms that are valid irrespective of the fact they promote the good. So, they are not derived by induction from particular cases, but they are the product of the human capacity for reason which enables the subjects to come to know their obligations toward one another. Moreover, objectivist  are distinguished from absolutist Rule Ds: the first one asserts that in the case of conflict among moral imperatives, they may be suspended under some requirements; the second one affirms that moral imperatives are universal and inviolable and cannot be suspended under any circumstances

D could be used both subsumed to and combined with other parts of the HTA process, as it can analyze a certain health technology in the light of a set of moral imperatives rooted in “basic” values/goods or to verify how moral imperatives could be pursued, fulfilled, respected in practical conditions, i.e. with respect to the technology assessed. This could also be coordinated with other parts of the HTA process, e.g. as it is done with several of the questions in EUneHTA Core model’s Ethical domain (F0002: Can the technology challenge religious, cultural or moral convictions or beliefs of some groups or change current social arrangements? F0008: Does the implementation or use of the technology affect human dignity? F0009: Does the implementation or use of the technology affect human integrity? F0014: Does the implementation or use of the technology affect the realization of basic human rights?)
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. Deontological approaches may be less appropriate in an interactive approach, as the norms often are fixed and not open to negotiation. 
Casuistry 

Casuistry is one particular approach in ethics for developing and justifying moral judgments. One of its core tenets is that moral concepts (like respect for autonomy, or justice) are ‘open-textured’. This means that there are no criteria that are both necessary and sufficient to judge the correct application of a moral concept. An important consequence of this is that in casuistry, strictly deductive arguments are impossible. In casuistry, criteria for correct application of moral concepts are considered to be implied by so-called ‘paradigmatic cases’. These are instances that are relatively uncontroversial within a particular community, and that can serve to clarify the practical significance of the relevant concept. Case resolution, then, consists of identifying relevant moral concepts, collecting instances that can be considered as paradigmatic cases, and comparing the case under investigation with such cases. Within casuistry, there are various strands and traditions. A common feature of all these variants is reliance on comparing cases in the resolution of a specific moral dilemma. Reasoning is based on paradigms and analogies, and moral norms are not considered universal, but holding with certainty only in typical conditions and circumstances16[]
. The following steps of a casuistic moral inquiry are based on the model by Brennan 17[]
.

In this model, a moral inquiry is triggered by moral perplexity: the experience of human beings, wondering whether a particular act, or situation, is morally right. In the ECMO case, this may refer to the experience of members of the ECMO team, whether it is right to disconnect a child from the ECMO support when it fails to thrive. The second step in the inquiry is to try to explain this moral experience. For, in order to be morally perplexed, we must be committed to some moral values, and we must have at least some understanding of their practical significance. Identifying the moral concept(s) that may be at stake helps to formulate a “moral hypothesis.” Such hypothesis can take the general form of “these acts or situations are morally problematic, because they belong to the sort of acts (situations) that are classified by the moral concept [a]”. In the third step, we proceed to test this hypothesis by comparing the current case to “paradigmatic” cases: cases that can broadly be considered as right or wrong. This will help us determine what conditions, reasons and circumstances make a case uncontroversial, and how these provide guidance in the case under investigation. So far, the moral inquiry was aimed at answering the question ‘What follows from our commitment to these moral values in cases like this?’ This part of the inquiry (steps 1-3) is called the explication of the moral concept. The fourth and final step in the moral inquiry is aimed at answering the question ‘Why do we consider these values important in the first place?’. This is the rationale of the moral concepts. An example of an extensive rationale is for instance Rawls’ account of the original position, aimed at justifying his concept of justice as fairness 12[]
. 
Casuistry can be used subsumed or combined, as it may be organized alongside other inquiries of effectiveness, safety, and cost-effectiveness. It could be commissioned when researchers acknowledge that the healthcare technology may violate certain moral values, and acknowledge that this cannot be established through deductive argument. Casuistry can also be used in a coordinate way, adjusted to and adjusting to the other parts of the HTA process. Casuistry is a conservative method, in that it bases the handling on new cases on solved solutions. Hence, the background values and principles may not be challenged. It is therefore not obvious that casuistry can be used in an interactive manner.
Priniciplism 

Principlism is not a general moral theory, but rather a framework to help those working in medicine both to identify ethical issues and to make decisions about what to do. Initially formulated by Thomas L. Beauchamp and James F. Childress 18[]
, its basic points can be summarized in three points: 
1. There are no “intrinsic norms” in medical practice; 
2. Four principles, i.e., respect for autonomy (understood as informed voluntary action), beneficence (balancing risks and benefits), non-malfeasance (the minimization of harm to others) and justice (the equal distribution of benefits and burdens) form a comprehensive analytical framework of fundamental principles that should help those working in medicine to identify moral problems and to guide actions. Moreover, these principles are “prima facie” binding, i.e. they are always important in every situation, even though they are not absolute, because they could conflict. 

3. The principles must be applied to specific situations in order to formulate particular moral judgments. In other words, as the principles are abstract, they must always first be specified according to the current context. Once the implications of each principle are clear, obligations to act in certain manners are established by balancing and weighing all norms against each other, needing special reasons to infringe any of the principles or giving priority to any norms.

Principlism adopted in HTA typically consists of identifying and approaching ethical issues through an assessment of a certain technology based on the four principles. When in conflict, one will have to assess whether any of the principles can be infringed. The methodological simplicity of this approach is one of the main reasons for its wide application in bioethics: in fact, it offers non-experts the a framework on the basis of which they can engage the various ethical problems. Many ethical analyses in HTA are conducted in accordance with Principlism. According to a survey, it was the most frequently use approach, applied in 24 published HTA reports 19[]
.  Furthemore, Principlism inspires some models as for example the EUnetHTA model.

Ethical assessments adopting Principlism are generally performed in a top–down manner. Ethical assessments usually result in a separate chapter in the HTA report and they just consist of identifying ethical issues through an independent work of comparison of some aspects of the use of a certain technology with the set of principles. Therefore, Principlism is predominantly used in a subsumed/combined manner. As the principles are fixed, it may be difficult to apply in an interactive manner. It may be argued that the interpretation of the principles may be subject to interaction, but this would be to stretch principlism, according to many adherents. 
Discourse ethics 
“Discourse ethics” (DET) is a moral theory first developed by Karl-Otto Apel 20[]
 and revised, later , by Jürgen Habermas 21[]
, who coined the name. The central thesis of this theory is that some presuppositions of discourse have universally valid moral content, so ethics is based on “the force of the better argument”. 
Its main principles are the “Discourse Principle” (DP) and the “Universality Principle” (UP). DP suggests that the validity (of norms regulating actions) depends on consensus-building (among those who are affected by the norms), provided the consensus-building is rationally qualified. UP prescribes a universal obligation to maintain impartial judgment in discourse, which constrains all affected to adopt the perspectives of all others in an exchange of reasons.

To place DET in the context of contemporary moral theories, the following points can be highlighted: 

1. DET is a “cognitivist” moral theory, in the sense that justifying the validity of moral norms can be done in a manner similar to the justification of facts; 

2. it is “formal-procedural”, because moral values can be identified through a procedure; 
3. it is “universalistic”, because DP and UP can be applied to all human beings independently  of cultural differences and spatial/temporal distances between them; 

4. and it is “deontological” insofar as it requires the moral agent to appeal to a general rule in order to determine the legitimacy of any particular rule.

DET can be applied to ethical analysis in HTA too: it would consist of approaching ethically relevant issues through an “argumentative discourse” among the HTA experts (and other stakeholders) , where all (present and future) interests of each potential stakeholder have to be taken into account and whose aim is to find consent on the different issues.

From a practical point of view, an ethical assessment process in accordance with DET would start, e.g., by asking HTA experts what kinds of norms and values are at stake, who are the important stakeholders and which of their values are at stake. Afterwards, an argumentative discourse to clarify these values follows and, once a consensus around some values is found, informing the HTA process. This procedure can be repeated for integrating all ethically relevant issues related to the use of the technology in the HTA process.

This approach should facilitate the integration of ethics in HTA, as it promotes debate and equal consideration both of technical aspects, i.e. “facts” (e.g. , safety data, efficacy data, etc.) and normative aspects, i.e. “values”. In this sense, all elements related to the use of a certain technology are relevant, because they could contribute finding consensus. 

Moreover, this approach could facilitate the integration of patients, professionals and other stakeholders’ perspectives into HTA, since all their (also future) interests have to be taken into account.
There are not explicit examples of the use of DET in the HTA practice. Nevertheless, it inspires many approaches, particularly those methods based on “consensus” in order to determine the legitimacy of any particular rule. One example is the Interactive, participatory HTA approach (iHTA).
Ethical assessments adopting DET are performed in a bottom–up manner. Each stakeholders’ perspective could influence “argumentative discourse”, informing/(re)defining the overall HTA process. As a consequence, DET can be implemented in a co-ordinated or interactive manner.

Wide reflective equilibrium 

Wide Reflective Equilibrium (WRE) is a specific method of moral argumentation. It became more widely known since it was used by John Rawls in his Theory of Justice 12[]
. The term is used in contrast to Narrow Reflective Equilibrium (NRE). NRE refers to coherence (‘equilibrium’) between a moral judgment and a moral principle or value. For instance: Non-Invasive Prenatal Testing (NIPT) is morally desirable because it enhances the reproductive autonomy of prospective parents. WRE demands that, in addition, moral principle and moral judgment should cohere with relevant background theory. Rawls used the method to argue that his conception of justice (justice as fairness) is superior to the utilitarian conception of justice (try to maximize aggregate utility). He argued that justice as fairness not only coheres better with our moral judgments (NRE), but it is also supported by additional, independent notions about humans and human societies (notably regarding what principles rational human beings would opt in the original position). The method was elaborated further by Norman Daniels 22[]
. 
WRE can be illustrated by the assessment of cochlear implants for deaf children. A favorable judgment of the technology could be supported by (cohere with) the open future argument (children should have cochlea implants as this would provide them with a more open future than without cochlea implants). A more critical judgment of the technology could be supported with a plea of cultural diversity. In WRE, deliberants are urged to search for potentially relevant background theory that might differentially support either of the two positions. This could e.g. be found in the area of what is known about the relation between spoken language and sign language or what is known about the role of Deaf culture in the psycho-social development of deaf persons. If the latter issues are more amenable to empirical inquiry, there is at least the prospect that WRE has the potential to resolve this type of moral dilemmas. Recently, the method was used in the context of nanotechnology 23[]
 and radioactive waste management 24[]
, but also in bioethics 24[]
. 

WRE may not be efficient if used in a subsumed and combined manner, as this could generate tensions with other parts of the HTA, e.g., if the analysis goes against what is found in the systematic review on outcomes or in the economic analysis. According to its process, WRE is more naturally used in a combined manner. As the reflective process also can alter principles, values, and background theories, WRE could be used interactively. 
Integrating methods especially developed for addressing ethical issues in HTA 

In addition to many methods, approaches, and positions in moral philosophy, several ethics approaches and methods have been directly developed and used for HTA 
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. Here we only give a short description of them in order to assess their integrative assets. 

Socratic approach

The objective of the Socratic approach is to highlight the overt and covert values and norms that are in play when assessing and implementing a health technology 
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. As it is focused on norms and values, it is usually called an axiological approach, as axiology is the study of values. To uncover and highlight the value issues involved with health technology, 7 main questions and 33 explanatory and guiding questions are presented 29[]
. Not all of the questions are relevant for all technologies. Due to the question base of the approach, it is also referred to as the Socratic approach, after Socrates who troubled his common citizens with questions, in order to stimulate reflection and insight. 
The Socratic approach sees science and technology as a social activity governed by norms and values of various kinds. As health technology is applied in a social setting where there is interplay of many different kinds of norms and values, HTA should highlight and address the norms and values involved in the implementation and use of a health technology. The Socratic approach consists of six steps:

1. Identify the intended purpose of the health technology and reveal the background for the assessment;

2. Identify involved persons, groups, and stakeholders (e.g., patients, relatives, professionals, industry);

3. Identify relevant moral questions (from a list of questions, Table 1) and justify the selection;

4. Perform literature search in accordance with the identified moral questions;

5. Analyze and discuss the moral questions identified (in step 3) on the basis of:

1. Existing literature;

2. Hearings / statements of involved parties (or their representatives) or qualitative studies (relevant qualitative studies should be included in the literature search);

6. Wrap up and summarize the process.
The Socratic approach has been used for a wide variety of health technologies, such as human papillomavirus vaccination, neonatal screening for inborn errors of metabolism, stem cell transplantation, routine ultrasound in pregnancy, bariatric surgery, palliative surgery, intracyto-plasmic sperm injection (ICSI), and non-invasive prenatal testing (NIPT) (29[]
,supplementary table).
This approach has been used both in a subsumed/combined manner. In some projects, ethical issues have been addressed independent of and isolated from the other prats of the HTA process. It usually results in a separate chapter in the HTA report. In other projects, the ethics assessment has been co-ordinated with the other parts of the HTA process, and has played a significant role in the HTA process as well as the forming of the report and its conclusions. The questions in the question list are discussed with stakeholders and participants of the expert groups, both with respect to relevance and content. At the same time selection of end-points, evidence level, and other value related issues are addressed. This is organized as an iterative process.

The Socratic method can be used interactively, e.g. by involving all relevant stakeholders in all steps 1-6 described above. In an ongoing project where non-invasive prenatal diagnosis (NIPD) is assessed, ethical issues have been highlighted at an early stage, and may (re)define the HTA objectives. However, this process has not concluded yet. Therefore, it may be argued that the Socratic approach has not been used in a full-blown interactive manner yet, although the discussions and drafts of ethics assessments have influenced the HTA process and the reports. 
Social Shaping of Technology 

Within the framework of science and technology studies (SST), technology is viewed as the product of societal processes within industry, research institutes, governmental bodies, and society at large, rather than an independent artifact that has a certain, measurable impact on its target30[]
. In SST technology is a social product, patterned by the conditions of its creation and use. It is a 'garden of forking paths’; open to (un)conscious choices. That is, there is symmetry between technology and society.

Within SST, integrating ethics in HTA is regarded as a conceptual and not a methodological problem 31[]
. The societal processes underlying technology development can be explained to some extent by the values relevant in different contexts. Understanding technology, therefore, implies a reflexive focus on the range of relevant actors and their conditions of involvement 32[]
. 

Within the framework of social shaping of technology it becomes essential to understand what technology is and how its development is interwoven with its social context, e.g. the engagement and strategies of various actors, and the way various problems are defined and resolved. Assessing the role, merit, and value of technology becomes important. 

In addition, the social shaping perspective provides an opportunity to manage technology through its social context. If technology in fact is technology-in-context, then both technology and its context can be influenced or adjusted to improve the outcomes of using technology.
SST has not been used subsumed/combined or co-ordinated, as it is interactive by nature. If it were to be used in these ways, it would not be truly SST. As SST takes the social context into account in order to shape the technology according to norms and values, that are jointly elaborated, it involves relevant stakeholders in an interactive process. One reason that it is so seldom used, despite its obvious integrative (interactive) merits, may be that it is foreign to HTA rationality, although well established in (P)TA.
Constructive technology assessment (CTA)
Compared to HTA, Constructive Technology Assessment (CTA) also takes into account the socio-dynamic processes 
 ADDIN EN.CITE 
[30 33 34]
. The overall claim of CTA is to narrow the gap between innovation and the evaluation of new technologies, from a societal perspective. It represents an approach that builds on earlier insights in technology management and policy, connected with the social shaping of technology and incremental decision making. As HTA, CTA attempts to improve the robustness of decisions about technology (and not specifically health technologies) 
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. 

The approach is aimed to identify the benefits and costs of technology in a very early stage of technology development, implementation and use. It focuses on potential development options and their ex ante impacts. The core of the approach is to find ways of experimenting with and assess technology use in society to avoid or to learn about possible harmful impacts. Criteria used in CTA processes include:

a. Anticipation of impacts of technology, rather than reliance on response to problems associated with technology development (including implementation and use). This criterion focuses on whether and how participants  take  long  term  effects  into account;

b. Deep learning, which is necessary to bring (implicit) core values to the surface and to clarify them in technological designs;

c. ‘Reflexivity’ on the part of actors, which entails reflection about the roles played by diverse parties within the process of co-producing technology, and on potential avenues for improving the process of technology assessment;

d. Societal learning: new understanding that can be either factual or about the underlying  dynamics  of  technological  development  and  innovation processes.

CTA includes four stages. First, a 'socio-technical' map of various social groups is drawn up. This stage is necessary to identify the most relevant social actors concerning a specific technology. The second stage includes early and controlled experiments, through which unanticipated impacts can be identified. Third, a debate between the various actors involved is organized. At the beginning of a CTA the actors are informed separately. At the end of this stage, a cross-section of the actors/groups from the socio-technical map is brought together in a strategic conference. Finally, a synthesis report is written and the results will be disseminated. These stages aim to letting “societal aspects of innovation become additional design criteria,” 30[]
rather than allowing the technology to become deeply imbedded in technological or social systems which will lead to less adaptive technologies.

In the last twenty years CTA has been adopted, more or less explicitly, as an approach to technology assessment by public organizations in some European countries (e.g. Denmark and the Netherlands) and by the OECD. A variety of processes have been employed to improve learning about technology in society such as consensus conferences, interactive technology assessment exercises and science shops in various countries. In the Netherlands it has  been  experimented  with  in  the  context  of  patient  participation in  decision  making  on  health  research as well as for some HTAs such as: voice producing prosthesis for laryngectomyzed persons and functional electrical stimulation to restore the arm-hand function of persons with tetraplegia.
The CTA approach aims to provide a broad assessment at an early stage of technology development 36[]
. It is used to assess the processes by which technologies are designed, developed and applied in practice. In these processes economic interests, values as well as political power constellations play an important role. Interactive ways, such as workshops, are used to discuss and reflect on personal perspectives and values of different actors. For example, discussions between researchers, engineers, manufacturers and future users are used in the development and diffusion of a technology to improve its (potential) effectiveness. In this way, the approach can be seen as a truly integrative method. As with SST, CTA has not been used subsumed/combined or co-ordinated, as it is interactive by nature. It is, however, seldom used in HTA. The reasons for this are probably the same as for SST.
Ethical matrix (EM) 
The objective of the EM is to facilitate ethical decisions in situations where different, and conflicting, interests are at stake. It falls into a Rawlsian decision making tradition, seeking common sense reasonable and justifiable principles, to guide our actions. It also follows a principlist tradition, using the four principles to guide the assessment. 

The x-axis of the matrix lists the principles modified from Beauchamp and Childress 18[]
 and the y-axis expands the moral realm appropriate for the technology to assess. Autonomy, well-being, and justice may be on the x-axis of the matrix, while the stakeholders’ and their perspectives, interests, and values may be depicted on the y-axis. ED has mainly been used for the assessment of food, e.g., genetically modified food 
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, but it has also been used for the assessment of Xeno-transplantation 40[]
.
It is argued that the EM is it is helpful for fact-finding in ethical debates relating to food ethics; but that it is much less helpful in for weighing the different ethical problems that it uncovers 41[]
. Moreover, it is suggested that the ethical matrix should be expanded to include future generations as stakeholders, the principle of justice should be replaced with the principle of solidarity 41[]
, and the principle of autonomy may be replaced by dignity 42[]
.

EM have been used subsumed/combined and co-ordinated for technology assessment outside health care. As the principles in EM are quite fixed it is not suited for integration in the interactive sense. It may be argued that the principles that are part of the EM also are open for debate and refinement, and hence, that the method could be used in an interactive manner.
EUnetHTA Core Model 
The EUnetHTA Core model is a standardized synthesis of available methods intended to address ethical considerations in the whole HTA process (www.eunetHTA.eu) 
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. It emphasizes the value-ladeness of technology and HTA, and intends to be practical, transferable, and to consider ethical issues already in the planning phase of the HTA. A range of ethical issues are identified using a question-based format, adapted from the Socratic method 28[]
. An ethical analysis is based on a reflection on stakeholders’ interests, the purpose of the HTA, the characteristics of the specific technology, and the questions, as well as results from the domains of effectiveness, safety and economy. The result of this analysis may be fed back to experts after stakeholder hearings. Conclusions are reported in a structured format in order to enhance both transparency of the argumentation and international transferability. 

This approach can be used both in a subsumed/combined and co-ordinated manner. The EUnetHTA Core Model has not been used in an interactive manner yet, However, there appear to be no major obstacles to use it interactively. Like the Socratic approach, the questions (and the underlying value issues) are not carved in stone.

Interactive HTA
Interactive Health Technology Assessment (iHTA) is a specific type of HTA which seeks the active participation of stakeholders in the process of evaluating a technology. It stems from the recognition that different stakeholders (e.g., healthcare professionals, patients, policy makers, manufacturers) can, and often do, bring different perspectives on the question what needs to be researched and how, in order to judge the value of a technology. The term ‘interactive’ refers to interaction among the stakeholders, which should result in agreement on what needs to be researched (relevance), how this can best be done (methodology), and how the results should be interpreted and acted upon (practical reason). As such, iHTA is a specific type of participatory evaluation, with a strong emphasis on social learning 43[]
. The role of the researcher is to identify stakeholders, engage them in the evaluation process, and reconstruct, through semi-structured interviews, the interpretative frames that they bring to bear on the technology 44[]
. Interpretative frames consist of the range of options they wish to take into account and judgments of their relative value, in relation to their definition of the problem, background theory, and normative preferences 45[]
. HTA, according to this approach, is not a matter of collecting the facts, but a matter of collecting facts that are considered relevant, sufficiently plausibly related to the technology and its potential outcomes, and amenable to empirical inquiry. Relevance is a function of the underlying values, plausibility a function of underlying background theory, and amenability to empirical inquiry a function of methodology. The aim is to build a research agenda which is considered relevant and feasible by all stakeholders and to foster ownership of the evaluation. The most comprehensive account of its methodology and its ontological and epistemological foundations can be found in Guba and Lincoln’s Fourth Generation Evaluation 46[]
. iHTA has been used both, within 31[]
 and outside the healthcare sector 47[ 48]
. By its very nature, iHTA can uncover profound differences among stakeholders in moral commitments or value orientations. Various approaches can be used to establish how such moral conflicts may be resolved, including Wide Reflective Equilibrium 49[]
, casuistry 50[]
, and specification of norms 51[]
.

iHTA is not suitable for a subsumption or combined type of integration, as it requires close interplay between stakeholders throughout the HTA process. It is very well suited for tight coordination of ethics in HTA, as ethical issues feed into other parts of the HTA process. As the name indicates iHTA is interactive. However, there may be limits to which aspects of HTA that are open for negotiation and (re)definition in the HTA process. 
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