**Supplementary file 1****. Focus on artificial intelligence algorithms mentioned in this article**

*Supervised algorithms:*

Supervised learning algorithms allow patterns correlated to a result to be determined in a dataset1. These patterns can be used to classify risk 2. The supervised algorithms are separated into two categories: regression and classification.

*Classification algorithms* allow data to be classified into separate categories. *Decision tree* (DT), *support vector machine* (SVM) and *random forest* (RF) can perform classification tasks2.

*Regression algorithms* are used to predict quantitative data. *Logistic regression* (LR) and *LASSO regresssion* are part of this class.

*Unsupervised algorithms:*

With unsupervised learning algorithms, patterns are not correlated to a result. These algorithms will attempt to determine patterns or clusters within a dataset in order to categorize them into groups2,3. The k*-means algorithm* is part of this class.

*Neural Networks:*

Artificial neural networks are algorithms that have been built in reference to the cortical neural structure. They are powerful artificial intelligence (AI) tools. They can perform supervised or unsupervised tasks. Neural networks (NN) are organized in a succession of layers. Each layer has its input on the output of the previous one. There are one input layer, one or several hidden layers, and one output layer. The input neurons receive the raw information. These neurons (or nodes) are connected to a varying number of hidden layers. Information travels from the input neurons to the hidden layers before arriving at the outcome layer where the final decision is made3.

In a neural network, each layer functions differently. The input and output units operate linearly and the hidden layers operate non-linearly. A *feedforward neural network* (FNN), the simplest form of NN, has a single hidden layer. It allows the network to have a flexible approximation of a function linking data to a desired result. A FNN can have an approximation of any continuous function with any degree of precision by playing on the number of nodes of the different layers4. Neural networks can be categorized as a *deep neural network* (DNN) if they have more than one hidden layer. A "deeper" architecture of the neural network can increase precision with a fixed number of parameters. With DNN, the deep parameters of the network are determined on the basis of experience (i.e. secondarily to the analysis of the data previously provided). DNN can learn from experience. This type of AI requires significant computing power and large databases4. Deep neural networks have complex settings and are more prone to overfitting3.

*Overfitting and crossvalidation:*

Overfitting means fitting an AI model on data noise or error instead of the actual relationship. Overfitting is either due to having a small data sample or too many parameters compared to the data1. Crossvalidation is a technique for reducing overfitting. With this technique, the dataset is split into several groups, themselves divided into training data and validation data. For each group, the statistical model is therefore trained and then validated by a different dataset. This technique reduces the risk of having an overoptimistic estimate5.

**Examples of the use of machine learning in medicine and psychiatry:**

AI has multiple potential applications in medicine and psychiatry6. The supervised algorithms can be used, for example, to recognize the patterns on an EKG and to link them to a diagnosis. In radiology, a supervised algorithm could recognize a lung tumor on a CT scan. These algorithms could allow assisted diagnosis2. In our article, supervised algorithms are used to assess suicide risk. Unsupervised algorithms could allow a more precise approach of complex and clinically heterogeneous diseases2. For example, an American team7 used a clustering algorithm to classify chronic psychotic disorders. Deep neural networks can achieve precise results when assigned to complex tasks. They could recognize pictures and help to the diagnosis of melanoma3.

A research team used a DNN to diagnose early-stage Alzheimer's dementia on MRI data with excellent accuracy. Neural networks have also been studied to predict response to psychotropic treatment8. A Chinese study used an NN to discriminate schizophrenic patients from healthy controls on MRI data9.

**Performance evaluation criteria:**

Several parameters can be used to evaluate the performance of machine learning algorithms. Sensitivity is the proportion of true positives correctly identified by the test. Specificity is the proportion of correctly identified true negatives. Precision is the proportion of correct predictions.

The equation for precision is as follows:

*(True positives + true negatives) / total prediction number* 3.

The result can be represented by a curve of performance characteristics (receiver operating characteristics (ROC) curve). This curve illustrates the relationship between the true positive rate (sensitivity) and the false positive rate (1-specificity).

To summarize the overall accuracy of the test, it is possible to calculate the area under the curve (AUC). The range of this value is between 0 and 1. A value of 0.5 indicates an absence of discrimination, a value between 0.7 and 0.8 is considered acceptable, a value between 0.8 and 0.9 is considered excellent. A value of 1 indicates perfect precision10.
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