SUPPLEMENTARY ONLINE APPENDIX
We used a simulation approach to evaluate alternative study designs for case-ascertained household influenza transmission studies, in which households including an ‘index case’ are recruited and followed up. In our simulations, we assumed that in each family one index case was indentified and that there were no co-primary infections. Furthermore, we assume all families had besides the index case 3 susceptible, initially uninfected family members. Once enrolled, we compared designs which used one of three alternative methods to identify subsequent secondary influenza infections: regular home visits with virological confirmation of secondary infections for all families, diagnosis based solely on certain self reported signs and symptoms, or home visits and virological confirmation only in the event of (i.e. triggered by) certain self reported signs and symptoms. We defined acute respiratory illness (ARI) as presence of 2 of the following symptoms: fever (>37.8 °C), cough, headache, sore throat, or myalgia, and influenza-like illness (ILI) as temperature (>37.8 °C) plus cough or sore throat. Our data and assumptions regarding the sensitivity and specificity of virological confirmation and ARI and ILI case definition are given in Table 1 and Figure 1 in the main text.
For both transmission and comparative studies, we ran simulations for studies with a wide range of total fieldwork budgets. For each fixed fieldwork budget C the sample size was determined based on the calculation n = C/(CE + vCV) where v is the number of home visits. For the CE:CV ratios of 2:1, 3:1, 4:1 CE was US$320, US$360, US$384 and CV was US$160, US$120, and US$96 respectively. The sum of CE and CV is US$480 in all cases and this is consistent with field budgets we have used in Hong Kong. In the case of planned, fixed home visits for all families v was known and fixed. For designs in which home visits are triggered v was considered to be the expected number of individuals per family reporting either ARI or ILI depending on the design (see Figures 2 and 4). For designs relying solely on self-report ARI and ILI without lab confirmation, we assume CV = 0 and therefore n = C/CE. Since each family has three uninfected individuals, there is a total study population of 3n individuals
Transmission study

For transmission we considered study budgets from US$10,000 to US$1,000,000. We adopted the following procedure to simulate infections within that study population.

1) Each uninfected individual had a probability of getting infected given by the secondary attack proportion = 0.1. Therefore in each simulation infection for each individual (3n in total) was simulated from a Bernoulli distribution with p = SAP. 

2) If an individual was infected, we then take a stochastic realization from a Weibull distribution with parameters shape = 2.8 and scale = 3.6 (see Table 1). This realization was considered to be that individual’s symptom onset time.  

3) The probability of detection given the particular method of detection was calculated via the probability of detection relative to time since symptom onset (Figure 1) for designs with home visits for all enrolled families or ARI and ILI sensitivity for those designs relying on ARI, ILI, ARI trigger, and ILI trigger (Table 1).

4) For designs, relying on ARI and ILI without virological confirmation, we also simulated the number of false positives. The probability of a false positive is 1 – specificity. False positives were treated as true positive in the subsequent calculation the secondary attack proportion.

5) For designs which relied on home visits and virological confirmation for all families triggered by self report, the total number of home visits could vary stochastically based on the number of ILI or ARI episodes. If the number of home visits caused the study to be over budget, that is if n*Ce + total # home visits*Cv > C, we discarded this realization and repeated the simulation until the particular study budget given the number of home visits required was less than or equal to the allowed fieldwork budget. 

6) Estimated secondary attack proportion was calculated as # tested positive (including false positives when it was possible)/3n.

This procedure was repeated 2500 times giving 2500 estimates of the secondary attack proportion. Using the 2500 individual estimates of the SAP, the mean squared error (MSE) was estimated based on the definition E[(true SAP - estimated SAP)2] and the mean absolute error (MAE) was estimated using its definition E[|true SAP - estimated SAP|]. These two measures were chosen because they both represent measures of the expected difference between true parameter value and the value of the parameters. The mean squared error is widely used and has the appealing property that it is also equivalent to the sum of the standard error plus the bias squared. While less widely used, various authors suggest that mean absolute error is appealing when considering non-convex loss functions. We show both metrics to illustrate the robustness of the results.
Comparative study

The total number of families enrolled, n, was calculated for a wide range of fixed field work budgets ranging from US$50,000 to US$5,000,000. The number of families per arm was n/2 and the total of number of individuals per arm was 3n/2. We adopt the following procedures to simulation infections within that study population.

1) The secondary attack proportion for the control group was 0.1

2) Relative risk between the intervention and control arms was defined as SAP in the intervention are divided by the SAP in the control arm. Therefore for a relative risk of 0.7 the SAP in the intervention arm was 0.07. Relative risks were converted into odds ratios using the following equation 

[(SAP intervention)/(1 - SAP intervention)]/ [(SAP control)/(1 - SAP control)
3) Each uninfected individual had a probability of getting infected equal to the secondary attack proportion. Therefore in each simulation infection for each individual (3n) was simulated from a Bernoulli distribution with p = SAP. 

4) If an individual was infected, we then take a stochastic realization from a Weibull distribution with parameters shape = 2.8 and scale = 3.6 (see Table 1).  This realization was considered to be that individual’s symptom onset time.  

5) The probability of detection given the particular method of detection was calculated via the probability of detection relative to time since symptom onset (Figure 1) for designs with home visits for all enrolled families or ARI and ILI sensitivity for those designs relying on ARI, ILI, ARI trigger, and ILI trigger (Table 1).

6) For designs, relying on ARI and ILI without virological confirmation, we also simulated the number of false positives. The probability of a false positive was 1 – specificity. False positives were treated as true positive in subsequent calculation of the estimated odds ratio.

7) For designs which relied on home visits and virological confirmation for all families triggered by self report, the total number of home visits could vary stochastically based on the number of ILI or ARI episodes. If the number of home visits caused the study to be over budget, that is if n*Ce + total # home visits*Cv > C, we discarded this realization and repeated the simulation until the particular study budget given the number of home visits required was less than or equal to the allowed fieldwork budget. 

8) A logistic general estimating equation model controlling for within household clustering was used to compare attack proportion between the control and treatment arm. The null hypothesis was that odds ratio corresponding to the intervention as compared to control was equal to 1. If a p-value of less than or equal to 0.05 was observed, the null hypothesis was rejected. 

This procedure was repeated 2500 times. The statistical power was calculated as the number of times the null hypothesis was rejected at a significance level of 0.05, divided by 2500. All simulations were conducted in R version 2.10.1 (R Development Core Team, Vienna, Austria).
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Fig. A1. Estimated mean squared error (MSE) (above) and mean absolute error (MAE) (below) of the SAP for varying transmission studies for varying ratios of enrolment costs (CE) to visit costs (CV) 2:1, 3:1 and 4:1. For a given budget, lower MSE and MAE indicate better designs.
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Fig. A2. Power of a comparative study design associated with alternative timing of home visits by days since ARI onset in the index case assuming a serial interval with mean 2.6 days for (a) designs with one home visit and (b) designs with two home visits; and assuming a serial interval with mean 3.6 days for (c) designs with one home visit and (d) designs with two home visits.
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Fig. A3. Power of alternative designs for comparative studies with respect to (a) odds ratio of 0.67 (relative risk = 0.7) and (b) odds ratio of 0.84 (relative risk = 0.85) with ratios of enrolment costs (CE) to visit costs (CV) 2:1, 3:1, and 4:1.
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