APPENDIX: Details on the Bayesian spatial modelling 

Within the Bayesian framework, the observed number of cases Ym,a,s,e in MSOA m (n=983), age group a (n=6), sex s (n=2) and ethnic group e (n=5) were treated as Poisson random variables with mean μm,a,s,e equal to the product of the expected incidence in each MSOA (Em) and the MSOA-specific relative risk (λm), where the expected mean for MSOA m is defined by the overall mean incidence
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where n is the population size for MSOA m. The log-linear model is then defined as:
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where μm,a,s,e is the estimated incidence in MSOA m, age a, sex s and ethnicity e. X is a vector of individual-level covariates and β are the coefficients of the individual covariates; and Z is the vector of ecological factors and Υ represents the ecological coefficients. Sm is the spatial random effect and Um the unstructured random effect that account for spatial and aspatial extra-Poisson variation respectively.

We assigned a normal conditional autoregressive structure to the random spatial effect Sm whereby the value of Sm is a weighted average of the random effect in the neighbouring areas with variance σ2s/|d|, where |d| is the number of neighbours, such that
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where S-m denotes the values of the neighbours of Sm (not including Sm itself). We used an adjacency matrix for the spatial proximity matrix, with weights wij=1 if areas i and j share a same border and zero otherwise.

The unstructured random effects Ui were specified as having a zero mean and a variance σ2s such that  Ui ~ N(0, σu). Both σs and σu were given an uninformative uniform prior, which works well in hierarchical models as described elsewhere [1]. Coefficients for both individual and ecological variables were assigned flat prior distributions.

The prior distributions and the likelihood of the data were combined to obtain posterior distributions for the adjusted Incidence Rate Ratios (IRRs). Posterior distributions were obtained using an MCMC sampling algorithm implemented in WinBUGS. Medians and 95% credibility intervals (CrI) were obtained on the basis of 20,000 iterations from two chains running in parallel, following a 5000 iteration “burn-in” period. Convergence was assessed visually by the Gelman-Rubin diagnostic [2].

Models were compared using the Deviance Information Criterion (DIC), a measure of goodness of fit plus a penalty for model complexity, which can be interpreted as the Bayesian equivalent to the AIC [3]. The model with the smallest DIC is preferred, and should describe the data well without over-fitting.

Finally, we explored the relative contribution of random effect variables and model covariates by exploring how much variance is explained by the covariates only and how much is explained by the random effects, and in particular the spatial effect. This was achieved by examining the deviance of MSOA-level incidence from the grand mean, and comparing the mean of Xβ+Zγ (covariate contributions) vs. Sm (spatial contribution). If the variance of the average MSOA-level covariate effects is denoted σc, the proportion of variation attributable to covariates at the MSOA level is thus σc/σs.
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