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Retrospective modeling
The four time series (number of condemned carcasses per month {yt}) were retrospectively modelled following a framework proposed by [1] and implemented as the function {hhh4} in the R {surveillance} package [2].  The distributional assumption for the model is Poisson by default:

A negative binomial distribution, accounting for over-dispersion, can also be implemented. The mean monthly incidence () is decomposed additively into an auto-regressive component (AR) and an endemic component (END):
     with 

The autoregressive component  is supposed to capture possible outbreaks and can include a seasonal pattern or a long-term trend. The endemic component  models the baseline counts and can include seasonality and trend. It is multiplied by the offset  to adjust for variation in the number of total animals slaughtered per month. The following parametric models for the endemic and autoregressive components were used:


In the endemic part a baseline condemnation rate is captured with the intercept  , the trend is captured with the parameter and a seasonal component is captured through . In the autoregressive component, a baseline estimate of the impact of the observation from the previous month on the current month is estimated with . A long term trend for the dependence of the observations on the previous ones can be estimated with the parameter . A seasonal pattern within the autoregressive part can also be estimated through . 
Four different types of trends were tested for and  based on the observations of the raw time-series and findings from [3]:
1. no trend (t0)
2. (log-) linear trend (t1)
3. (log-) linear trend starting in 2010 (t2010)
4. no trend but a shift in the intercept in 2010 (j2010)

Seven different types of seasonality were tested for  and :
1. no seasonality (s0)
2. a seasonal impact of each month (monthly)
3. an impact of December only (dec)
4. seasonality with 1 to 4 harmonics per year modelled by a combination of sine and cosine functions
as in [1] (s1 to s4):

The estimated parameters and  depend on the number of harmonics  that are included
and  are Fourier frequencies (e.g. frequency = 12 for monthly data). 

[bookmark: _GoBack]All combinations of the different seasonal patterns and long-term trends within the autoregressive and endemic components were tested for each time-series.  Furthermore, models excluding the autoregressive or the endemic component were also evaluated. During preliminary analysis of a subset of the models, it was asserted that the negative binomial models fitted the data generally better than the Poisson models. Therefore only negative binomial models were used during the final model selection. In total, 840 models were fitted for each time-series. Model selection was based on the BIC as it performs better than the AIC for time series model selection in small samples, as the AIC tends to over fit the data [4]. The best model with reliable estimates was then accepted to be used for data simulation.

Best models
Cattle slaughtered under normal conditions time-series
The best fit (with a BIC of 608.35) for slaughtered cattle was reached with a model including an offset (total number of animals slaughtered), a baseline condemnation rate and a constant auto regression parameter (Figure 1 in the main text). This model did not include any trend or seasonal pattern. The estimated  for this model was 0.26 (Table S1); meaning that about a quarter of the information used to calculate the expected number of condemned carcasses can be gained from the autoregressive component (previous month). The estimated over dispersion parameter  is 0.028.
Cattle slaughtered under emergency conditions time-series
None of the best five models included a seasonal pattern but all of them included some kind of trend (either a shift in the intercept 2010 or a log-linear trend) (Table S2). The best model fit (BIC of 659.16) included an offset (total number of animals slaughtered), a baseline condemnation rate, a log-linear trend in the endemic part and a constant auto regression parameter  (Figure 1 in the main text).The model yielded an estimated auto regression parameter  of 0.28. The upper 95% confidence limit interval here is narrower than for the time-series of cattle slaughtered under normal conditions, due to the smaller over dispersion parameter .

Pigs slaughtered under normal conditions time-series
The five models with the lowest BICs all included a log-linear trend starting in 2010 and a seasonal pattern in the endemic component (Table S3). The best model fit (BIC of 749.44) was achieved with a model including a log-linear trend that starts in 2010 and a seasonal pattern with one harmonic in the endemic component (Figure 1 in the main text). This model does not include an autoregressive component at all (consequently no  was estimated). The estimated over dispersion parameter {θ} is once again small.

Pigs slaughtered under emergency conditions time-series
The model which best fitted the data (BIC of 536.42) was the same as for the time-series of cattle slaughtered under normal conditions. It included neither a trend nor a seasonal pattern and thus only consisted of the offset and a baseline condemnation rate in the endemic part and a constant autoregressive component (Figure 1 in the main text). The ratio between the information coming from the previous data and the information coming from the endemic part is approximately 1 to 4 ( of 0.26) (Table S4).  The estimated over dispersion parameter {θ} for the best model was consistent with what was seen in the models of the other time-series.
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Tables
Table S1
	
	trendAR
	trendEND
	seasonAR
	seasonEND
	Df
	BIC
	λ
	θ

	1
	t0
	t0
	s0
	s0
	3
	608.35
	0.26
	0.028

	2
	excluded
	t0
	excluded
	s0
	2
	610.59
	
	0.031

	3
	t2010
	t0
	s0
	s0
	4
	610.66
	0.28
	0.027

	4
	t0
	t0
	dec
	s0
	4
	610.68
	0.26
	0.027

	5
	t0
	t0
	s0
	dec
	4
	610.93
	0.27
	0.027


trendAR/ seasonAR : trend/seasonality in the autoregressive component 
trendEND/ seasonEND : trend/seasonality in the endemic component 
λ: autoregressive component
θ: overdispersion parameter




Table S2
	
	trendAR
	trendEND
	seasonAR
	seasonEND
	df
	BIC
	λ
	θ

	1
	t0
	t1
	s0
	s0
	4
	659.16
	0.28
	0.009

	2
	j2010
	t0
	s0
	s0
	4
	661.24
	0.25
	0.009

	3
	j2010
	t1
	s0
	s0
	5
	661.69
	0.25
	0.009

	4
	j2010
	j2010
	s0
	s0
	4
	661.76
	0.29
	0.01

	5
	t1
	t1
	s0
	s0
	5
	662.59
	0.24
	0.009


trendAR/ seasonAR : trend/seasonality in the autoregressive component 
trendEND/ seasonEND : trend/seasonality in the endemic component 
λ: autoregressive component
θ: overdispersion parameter

Table S3
	
	trendAR
	trendEND
	seasonAR
	seasonEND
	df
	BIC
	λ
	Θ

	1
	excluded
	t2010
	excluded
	s1
	5
	749.44
	
	0.011

	2
	t0
	t2010
	s0
	s1
	6
	753.7
	0
	0.011

	3
	t2010
	t2010
	s2
	s1
	11
	755.01
	0
	0.008

	4
	t0
	t2010
	s1
	s1
	8
	755.49
	0
	0.01

	5
	excluded
	t2010
	excluded
	s2
	7
	755.58
	
	0.01


trendAR/ seasonAR : trend/seasonality in the autoregressive component 
trendEND/ seasonEND : trend/seasonality in the endemic component 
λ: autoregressive component
θ: overdispersion parameter





Table S4
	
	trendAR
	trendEND
	seasonAR
	seasonEND
	df
	BIC
	λ
	Θ

	1
	t0
	t0
	s0
	s0
	3
	536.42
	0.26
	0.026

	2
	t0
	t1
	s0
	s0
	4
	536.74
	0.23
	0.023

	3
	t1
	t0
	s0
	s0
	4
	537.9
	0.3
	0.024

	4
	t0
	j2010
	s0
	s0
	4
	537.97
	0.24
	0.024

	5
	t0
	t2010
	s0
	s0
	4
	538.64
	0.24
	0.024


trendAR/ seasonAR : trend/seasonality in the autoregressive component 
trendEND/ seasonEND : trend/seasonality in the endemic component 
λ: autoregressive component
θ: overdispersion parameter
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