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1. Model of sexual behaviour

1.1 Overview of model structure
Figure S1 summarizes the structure of the sexual behaviour model for heterosexual adults. Individuals are divided into two risk groups: high risk (having a propensity for concurrent partnerships and commercial sex) and low risk (serially monogamous and never engaging in commercial sex). Two types of regular relationships are considered: short-term (non-cohabiting) and long-term (marital and/or cohabiting). In addition, men in the high risk group are assumed to have once-off contacts with sex workers. Individuals in the high risk group can have up to two regular partners at any time, while individuals in the low risk group are (by definition) limited to one partner at a time. As polygamy is rare in South Africa 1[]
, it is assumed that no individual has more than one long-term partner at a time. All long-term relationships are assumed to start as short-term partnerships. Women engaging in sex work are assumed not to form short-term or long-term relationships during the periods in which they are active as sex workers. The assumptions about heterosexual activity have been presented previously 2[]
, and the same assumptions about heterosexual activity are made in the current analysis.
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Figure S1: Model of sexual behaviour of ‘high risk’ females

LT = long-term (spousal). ST = short-term (non-spousal). ‘High’ and ‘low’ refer to the risk group of the sexual partner. The model for low risk females is the same as that shown here, except that the shaded states are omitted. The model for high risk heterosexual men is also the same as that shown here, except that the ‘sex worker’ state is omitted.
In modelling the sexual behaviour of MSM, we adopt a similar model structure, but with a few modifications. Firstly, commercial sex is not modelled. Although male sex work does occur in South Africa, male sex workers comprise only about 5% of all sex workers 3[, 4]
, and given the relatively small size of the MSM and sex worker sub-populations, it is not practical to model such a small sub-group within these sub-populations. Secondly, we model casual sex relationships (defined as lasting less than a week) between MSM by assuming that MSM intermittently go through phases of engaging in casual sex. Low risk men are allowed to engage in casual sex even when in a regular relationship, as evidence from high-income settings suggests that a high proportion of MSM engage in casual sex even when in regular relationships 
 ADDIN EN.CITE 
[5-7]
. This means that the definition of low risk in heterosexuals (‘serially monogamous’) is not strictly applicable to MSM; low risk MSM should rather be defined as men who never have more than one regular partner. 
Although the definition of ‘high risk’ is not the same in MSM and heterosexual men, the proportion of men in the high risk group (35%) is assumed to be the same for MSM and heterosexual men. Few South African MSM studies report on the prevalence of concurrency. One study in Soweto found that only 39% of sexual relationships between MSM did not involve overlap with other partners 8[]
. However, this is likely to be an under-estimate of the fraction of MSM who are low risk, because (a) low risk individuals will tend to have fewer sexual partners than high risk individuals and (b) our definition of low risk in MSM does not exclude concurrent casual partnerships.
It is worth noting that this model does not consider same-sex relationships between women. Although same-sex attraction is more prevalent in women than in men 
 ADDIN EN.CITE 
[9-11]
, the primary focus of this modelling analysis is on HIV transmission, which is negligible in the context of sexual relationships between women. It has therefore been assumed for the sake of simplicity that women only enter into relationships with men.
1.2 Sexual preference

Although sexual preference is often considered a fixed attribute, studies in high-income countries suggest that sexual preference and same-sex activity can change substantially over the life course 
 ADDIN EN.CITE 
[10-12]
. Rather than assign men a fixed sexual preference, we assign to each man a ‘male preference’ variable, Yi, which can vary over the course of his life. For each individual, the pattern of male preference over the life course is defined by two parameters: an initial male preference (ai for individual i), which is assumed to apply up to age 20, and an annual rate of change in male preference (bi for individual i), which applies after age 20. The model considers three categories of men:
1. Men who are exclusively heterosexual throughout their life course (ai = 0 and bi = 0)

2. Men who are exclusively homosexual throughout their life course (ai = 1 and bi = 0)

3. Men who can engage in both heterosexual and homosexual relationships, either throughout their life course or at different stages of their life (0 < ai < 1)
For the sake of convenience, we will refer to these three groups of men as ‘heterosexual’, ‘gay’ and ‘bisexual’ in all subsequent sections. For heterosexual and gay men, Yi will always be 0 and 1 respectively, while for a bisexual man aged x, the Yi value will be
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The fraction of men who are in either the gay or bisexual category is assumed to be 5%, based on two surveys. The first of these studies, by Dunkle et al 13[]
, used computer-assisted self-interviews, which have generally been found to be associated with lower social desirability bias, and found that 5.4% of men reported having ever engaged in consensual sex with another man. The second survey, conducted in four provinces, found that 5.5% of sexually experienced young men reported having ever had sex with another man 14[]
. Our assumptions yield a modelled fraction of men currently engaging in same-sex activity equal to 2.6-2.8% (see Table 2 in main text), which is slightly higher than population size estimates in South African MSM. Using capture-recapture methods, a recent study in four South African cities estimated that the fraction of men engaging in same-sex activity varied between 1.4% in Polokwane and 2.5% in Bloemfontein (Tim Lane, personal communication).
Of the men who are gay or bisexual, a proportion η is assumed to be in the bisexual category. The η parameter is difficult to determine precisely, but several studies in South Africa have used respondent-driven sampling (RDS) techniques to arrive at representative samples of men who have recently engaged in sex with other men. In these surveys, the proportion of MSM who report having ever had sex with women varies between 36% and 87% (average value of 58%) 
 ADDIN EN.CITE 
[15-19]
. However, the average of 58% is likely to be an under-estimate of the parameter that we wish to estimate (the proportion of gay/bisexual men who are bisexual) because the RDS samples exclude men who have not recently been sexually active with other men. In a more representative household survey, it was found that of men who reported having ever had sex with men, the fraction who reported having ever had sex with a woman was 99% 13[]
. This suggests that the plausible upper bound on the η parameter is likely to be close to 100%. To represent the uncertainty regarding the η parameter, we assign a beta prior with a mean of 0.8 (roughly half-way between the likely lower and upper bounds) and a standard deviation of 0.1. This prior distribution has 2.5 and 97.5 percentiles at 0.57 and 0.95 respectively, and thus reflects the range between the lower and upper bounds.
Among bisexual men, there is likely to be heterogeneity in both the extent of their same-sex preference and the degree to which their sexual preference changes over their life course. To reflect this heterogeneity, we sample the ai values from a beta distribution with mean μa and standard deviation σa, and sample the bi values from a normal distribution with mean μb and standard deviation σb. Because we lack information on these parameters, we model the uncertainty regarding the μa parameter by assigning a vague prior (uniform on the interval [0, 1]). The σa parameter is set at 0.4μa if μa < 0.5, and at 0.4(1 – μa) if μa ≥ 0.5, thus ensuring reasonably wide variation in the initial extent of same-sex preference in bisexual men.
There are no local South African studies on the extent of changes in same-sex preferences over the life course, and it is therefore necessary to consider international literature when setting the μb and σb parameters. In a study of young men in New Zealand, it was found that the fraction of men reporting same-sex attraction increased between ages 21 and 26 10[]
. Savin-Williams and Ream 11[]
 found that among American youth, there were significant shifts in sexual attraction over time, with similar levels of heterosexual-to-homosexual transition (0.16% of young men over 6 years) and homosexual-to-heterosexual transition (0.29% of young men over 6 years). In another study of older American adults, who reported retrospectively on changes in sexual attraction over their life course, Kinnish et al 12[]
 found that men who identified as bisexual at the time of the survey were more likely to report an exclusively heterosexual history than an exclusively homosexual history (suggesting a greater shift towards same-sex attraction with advancing age). However, these studies were all conducted in high-income settings, in which there is likely to be greater acceptance of gay and bisexual individuals than currently exists in South Africa. Given that relationships between MSM are often ‘hidden’ in the South African setting, it is possible that age-related changes in same-sex behaviour may be different in South Africa from those observed in high-income countries. To represent the uncertainty regarding the μb parameter, we have assigned a normal prior distribution with a mean of 0 and a standard deviation of 0.05. The zero mean implies that a priori we consider age-related increases and decreases in same-sex preference to be equally likely. In the Savin-Williams and Ream study, 1.6% of young men were either classified bisexual at baseline or changed sexual orientation over the 6-year follow-up; of these, 28% ((0.0016+0.0029)/0.016) changed from homosexual to heterosexual or from heterosexual to homosexual. For this 28% of bisexual men, the annual rate of change in their male preference parameter must have been greater than 17% (1/6). Thus the standard deviation of the distribution of bi values must be such that approximately 28% have an absolute value of more than 17%. If it is assumed that the distribution is normal with zero mean (since Savin-Williams and Ream found roughly similar rates of homosexual-to-heterosexual and heterosexual-to-homosexual transition), then the resulting value of σb is 0.16. To represent the uncertainty around the σb parameter, we have therefore set a beta prior distribution with a mean of 0.15 and a standard deviation of 0.05. 
1.3 Short-term partnership formation

MSM are assumed to acquire new short-term partners at a rate that depends on their age, risk group and current relationship status. As in the model of heterosexual behaviour, the parameter 
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 is defined as the annual rate at which a sexually-experienced individual of sex g wishes to form new short-term partnerships if they are in risk group i (1 for high risk, 2 for low risk), aged x, in HIV disease state s, and in relationship type l with a partner in group j (if the individual is currently single, j = 0 and the l subscript is omitted). A gamma probability density function is used to represent age differences in rates of partnership formation; for the purpose of calculating a constant rate over a five-year age interval, x is taken as the mid-point of the age interval (e.g. 17.5 in the 15-19 year age group). The rate at which individuals wish to form new partnerships is calculated as
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where cg is the desired rate in the base group (single, HIV-negative individuals in the high risk group who are aged 15-19), λg and αg are the parameters of the gamma probability density function, Ωg,i,j,l is an adjustment factor taking into account the individual’s risk group and current relationship status, and Φ(s) is an adjustment factor that takes into account the individual’s HIV status. The values assumed in the model are summarized in Table S1. These parameter values were previously estimated by fitting a similarly-structured deterministic model to data on numbers of current sexual partners, by age and sex, in a nationally-representative 2005 survey 20[]
. (The calibration to sexual behaviour data made allowance for misreporting of partner numbers, as evidenced by inconsistencies in the numbers of current partners reported by men and women.) The sexual behaviour parameters were also partially determined based on the age and sex patterns of HIV prevalence in nationally representative household surveys and antenatal surveys 20[, 21]
. A full description of the model calibration procedure is provided elsewhere 22[]
.
Table S1: Parameters determining rates of short-term partnership formation, in sexually-experienced adults

	Parameter
	Assumed value
	Source/explanation

	
	Males
	Females
	

	cg
	7.3*
	14.6*
	23[]
 for adolescent girls, male rate 

   assumed to be half of female rate
   in adolescence 
 ADDIN EN.CITE 
[20, 24, 25]


	αg
	3.98
	4.14
	Calibrated

	λg
	0.1486
	0.2272
	Calibrated

	Ωg,i,j,l for i=1, if j=0
	1
	1
	-

	Ωg,i,j,l for i=1, if l=1 and j=1 or 2
	0.64
	0.54
	Calibrated 22[]


	Ωg,i,j,l for i=1, if l=2 and j=1 or 2
	0.41
	0.17
	Calibrated 22[]


	Ωg,i,j,l for i=1, if j=11, 12, 21 or 22
	0
	0
	Maximum of 2 current partners

	Ωg,i,j,l for i=2, if j≠0
	0
	0
	Definition of low risk

	Ωg,i,j,l for i=2, if j=0
	0.19
	0.60
	Calibrated 22[]


	Ωg,i,j,l for i=3
	0
	0
	No regular partners assumed for

   sex workers

	Φ(0): uninfected
	1
	1
	-

	Φ(1): acute HIV
	1
	1
	No change in behaviour 

   assumed during early disease

	Φ(2): asymptomatic HIV
	1
	1
	

	Φ(3): pre-AIDS symptoms
	0.65
	0.65
	
 ADDIN EN.CITE 
[26-29]


	Φ(4): Untreated AIDS
	0.25
	0.25
	
 ADDIN EN.CITE 
[26-29]


	Φ(5): On ART
	0.80
	0.80
	30[, 31]



* Annual rate. Base rates are specified for single, high risk individuals in the 15-19 age group. The male-to-female ratio increases at older ages because the male sex activity curve peaks at an older age than the female sex activity curve.
Although it is possible that rates of entry into short-term partnerships may differ for heterosexual men and MSM (even after controlling for differences in age and relationship status), we lack data to inform MSM-specific assumptions. South African studies suggest that individuals who identify as gay or bisexual have more sexual partners than individuals who identify as heterosexual 9[, 14]
, but this could be because of differences in casual sex, which are accounted for separately (see section 1.9). It is therefore assumed that the desired rate of entry into short-term relationships is the same for MSM and heterosexual men. For bisexual men, the desired rate of entry into short-term relationships is split between men and women in proportion to their male preference (Yi) parameter.
1.4 Rates of sexual debut

Sexual debut in heterosexuals is assumed to occur between the ages of 10 and 30. Sexual debut is assumed to occur upon entry into a short-term relationship, and the modelling of sexual debut is therefore similar to the modelling of the rates of short-term partnership formation. Rates of sexual debut are specified for each five-year age group, and correspond to the desired number of new sexual partners per period referred to in the previous section. The rates for the high risk group are specified in Table S2. Rates for the low risk group are assumed to be 50% of those in the high risk group, based on studies showing strong associations between early sexual debut and high risk behaviour later in life 
 ADDIN EN.CITE 
[32-34]
. The assumed rates of sexual debut have been set in such a way that the overall fraction of youth who are sexually experienced, by age and sex, are roughly consistent with those reported in a 2005 national survey 20[]
, except in the case of girls, where a degree of under-reporting is assumed to occur.

Table S2: Annual rates of sexual debut in high risk youth, by age and sex

	Age group
	10-14
	15-19
	20-24
	25-29

	Males
	0.01
	0.27
	0.82
	1.00

	Females
	0.05
	0.52
	0.91
	1.00


There is little evidence to suggest a significant difference in the age of sexual debut between heterosexual men and MSM. Two South African surveys have both found that among sexually experienced youth, the average age at first sex did not differ significantly between individuals who self-identified as gay/bisexual and those who self-identified as heterosexual 9[, 14]
. The rates of sexual debut shown in Table S2 are therefore assumed to apply to both MSM and heterosexual men.
1.5 Mixing between risk groups

The parameter 
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 is defined as the desired proportion of new short-term partners who are in risk group j, for a man in risk group i at time t, who chooses a female partner. Mathematically, it is calculated according to the following formula:
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where 
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 = 1 if i = j and 0 otherwise, 
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 is the degree of sexual mixing, R2,j is the set of women in risk group j and cu is the desired rate of short-term partnership formation in individual u (calculated as defined in section 1.3). The degree of sexual mixing can be any value from 0 to 1, with lower values of the parameter indicating greater tendency to form partnerships with individuals in the same sexual activity class. Similarly, the parameter 
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 is defined as the desired proportion of new short-term partners who are in risk group j, for a woman in risk group i at time t:
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where R1,j is the set of men in risk group j, and Yu is the male preference parameter for individual u. In the case of MSM, we define 
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 as the desired proportion of new short-term partners who are in risk group j, for a man in risk group i at time t, who chooses a male partner:
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Because we lack data on patterns of mixing between high and low risk groups in South Africa, we assign the same value of 
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 to women, heterosexual men and MSM. In a previous Bayesian analysis, which involved fitting a similarly-structured model to South African HIV prevalence data and sexual behaviour data, the posterior mean of the 
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 parameter was 0.56 22[]
. This parameter value has been used in the present analysis.
For MSM, mixing between risk groups is assumed to be random in the context of casual sex, i.e. 
[image: image15.wmf]e

 = 1. This means that MSM seeking casual partners are assumed not to select on the basis of the potential partner’s risk group.

1.6 Mixing between age groups

For heterosexuals, an age mixing matrix is specified for each sex. This mixing matrix determines the fraction of partners in each five-year age group, for individuals in each age group. Tables S3 and S4 show the age mixing matrices for women and heterosexual men respectively. The female age mixing matrix is estimated based on the ages of spousal partners reported by women in the 1998 Demographic and Health Survey 35[]
 and the age differences reported by women in non-spousal partnerships in smaller studies 
 ADDIN EN.CITE 
[20, 36-38]
. The heterosexual male age mixing matrix has been calculated to be consistent with the female age mixing matrix. 

Table S3: Percentage of women’s partners in each age group 

	
	Age of male partner

	Female

age
	10-

14
	15-

19
	20-

24
	25-

29
	30-

34
	35-

39
	40-

44
	45-

49
	50-

54
	55-

59
	60-

64
	65-

69
	70-

74
	75-

79
	80-

84
	85+

	10-14
	46.8
	43.1
	8.1
	1.5
	0.3
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	15-19
	0.0
	47.5
	40.9
	8.8
	2.1
	0.5
	0.0
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	20-24
	0.0
	0.0
	48.9
	35.2
	11.1
	3.6
	0.8
	0.3
	0.0
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	25-29
	0.0
	0.0
	1.3
	43.8
	35.7
	12.7
	4.4
	1.0
	0.3
	0.3
	0.1
	0.2
	0.1
	0.0
	0.0
	0.0

	30-34
	0.0
	0.0
	0.2
	3.3
	37.5
	38.4
	13.3
	4.1
	1.4
	0.9
	0.2
	0.4
	0.1
	0.0
	0.0
	0.0

	35-39
	0.0
	0.0
	0.0
	0.3
	3.9
	37.2
	36.3
	14.0
	4.4
	1.4
	0.9
	1.2
	0.3
	0.0
	0.0
	0.0

	40-44
	0.0
	0.0
	0.0
	0.1
	1.4
	5.3
	35.4
	35.3
	15.6
	3.7
	1.2
	1.6
	0.4
	0.1
	0.0
	0.0

	45-49
	0.0
	0.0
	0.0
	0.0
	0.0
	1.2
	9.2
	35.3
	31.9
	14.2
	3.8
	3.4
	0.9
	0.1
	0.0
	0.0

	50-54
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.6
	14.4
	32.1
	29.8
	15.3
	5.2
	1.3
	0.2
	0.0
	0.0

	55-59
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	2.0
	15.8
	33.6
	29.7
	13.9
	4.0
	0.8
	0.1
	0.0

	60-64
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.8
	15.9
	36.5
	30.9
	11.9
	2.5
	0.3
	0.0

	65-69
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.4
	16.2
	41.2
	31.4
	8.7
	1.0
	0.1

	70-74
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.0
	17.4
	47.6
	29.1
	4.6
	0.2

	75-79
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.6
	20.3
	56.5
	21.3
	1.2

	80-84
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.7
	26.7
	57.9
	14.8

	85+
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.4
	35.0
	63.6


Table S4: Percentage of men’s female partners in each age group 

	
	Age of female partner

	Male

age
	10-

14
	15-

19
	20-

24
	25-

29
	30-

34
	35-

39
	40-

44
	45-

49
	50-

54
	55-

59
	60-

64
	65-

69
	70-

74
	75-

79
	80-

84
	85+

	10-14
	100.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	15-19
	10.8
	89.2
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	20-24
	0.8
	30.7
	66.5
	1.8
	0.2
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	25-29
	0.1
	5.6
	40.9
	49.8
	3.3
	0.2
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	30-34
	0.0
	1.4
	13.5
	42.5
	38.7
	3.0
	0.9
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	35-39
	0.0
	0.4
	4.7
	16.4
	43.0
	31.2
	3.6
	0.7
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	40-44
	0.0
	0.0
	1.2
	6.9
	18.0
	36.6
	29.6
	6.7
	1.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	45-49
	0.0
	0.1
	0.6
	1.8
	6.4
	16.3
	34.0
	29.6
	10.0
	1.2
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	50-54
	0.0
	0.0
	0.1
	0.7
	2.6
	6.3
	18.4
	32.9
	27.3
	11.0
	0.7
	0.0
	0.0
	0.0
	0.0
	0.0

	55-59
	0.0
	0.0
	0.2
	0.9
	2.2
	2.5
	5.4
	18.4
	32.0
	29.7
	7.9
	0.5
	0.0
	0.0
	0.0
	0.0

	60-64
	0.0
	0.0
	0.0
	0.4
	0.8
	2.2
	2.4
	6.4
	21.4
	34.2
	23.8
	8.2
	0.3
	0.0
	0.0
	0.0

	65-69
	0.0
	0.0
	0.0
	0.9
	1.6
	3.4
	3.7
	7.0
	8.7
	19.2
	24.3
	25.3
	5.8
	0.0
	0.0
	0.0

	70-74
	0.0
	0.0
	0.0
	0.4
	0.7
	1.5
	1.7
	3.1
	3.7
	9.6
	16.1
	33.1
	27.3
	2.7
	0.0
	0.0

	75-79
	0.0
	0.0
	0.0
	0.2
	0.3
	0.6
	0.6
	1.1
	1.8
	4.7
	8.3
	22.5
	40.9
	18.3
	0.8
	0.0

	80-84
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	1.4
	3.6
	5.4
	13.6
	32.4
	34.7
	8.7
	0.2

	85+
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	2.7
	5.9
	6.2
	10.6
	19.6
	24.5
	26.8
	3.6


Few studies report on age mixing patterns in MSM relationships in the South African setting. Arnold et al 8[]
 found that in 758 male-male sexual relationships in Soweto, the average partner age difference was small (0.25 years) but there was high variation in partner age differences (standard deviation of 5.8 years). Based on what is known about the age distribution of sexually active MSM in South Africa, it is possible to use this information to determine how patterns of age mixing vary in relation to age. If S(x) is the age distribution of sexually active MSM and 
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 represents the proportion of male partners aged y for an MSM aged x, then for a random sample of MSM, the expected proportion of their partners who are aged y is
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If the sample of sexually active MSM is truly representative, then we would expect that this proportion should be the same as S(y). We would also expect that
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if the estimated standard deviation of 5.8 years 8[]
 is correct. These constraints allow us to determine the likely patterns of sexual mixing. It is assumed that S(x) is a gamma distribution, with a mean of 25 years and a standard deviation of 7 years 8[, 19]
, with an age offset of 14 years to prevent implausible levels of sexual activity in very young boys. The 
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 distribution is also assumed to be of gamma form, with mean of 
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 and variance of B2 (again, with an offset of 14 years to prevent sexual activity at young ages). The two free parameters, A and B, have been set to 0.45 and 5.0 years respectively, to yield a variance of partner age differences equal to 5.82, as well as a distribution of 
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 values roughly consistent with the distribution of S(y) values (Figure S2).
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Figure S2: Age distribution of sexual activity in South African MSM

Using the above assumptions about the form of 
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, we calculate the proportion of sexual partners in each 5-year age group, for men in each age category (Table S5).

Table S5: Percentage of men’s male partners in each age group 

	
	Age of male partner

	Male

age
	10-

14
	15-

19
	20-

24
	25-

29
	30-

34
	35-

39
	40-

44
	45-

49
	50-

54
	55-

59
	60-

64
	65-

69
	70-

74
	75-

79
	80-

84
	85+

	10-14
	18.7
	51.6
	18.8
	6.9
	2.5
	0.9
	0.3
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	15-19
	5.0
	47.8
	29.7
	11.8
	4.0
	1.3
	0.4
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	20-24
	0.4
	28.3
	40.1
	21.0
	7.4
	2.1
	0.5
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	25-29
	0.0
	9.6
	38.0
	32.8
	14.2
	4.2
	1.0
	0.2
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	30-34
	0.0
	1.7
	22.9
	39.4
	24.7
	8.7
	2.1
	0.4
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	35-39
	0.0
	0.1
	8.5
	33.6
	35.3
	16.7
	4.7
	0.9
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	40-44
	0.0
	0.0
	1.8
	19.3
	38.5
	27.7
	10.1
	2.3
	0.4
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	45-49
	0.0
	0.0
	0.2
	6.8
	29.4
	36.9
	19.8
	5.7
	1.0
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	50-54
	0.0
	0.0
	0.0
	0.5
	8.7
	30.3
	35.6
	18.6
	5.2
	0.9
	0.1
	0.0
	0.0
	0.0
	0.0
	0.0

	55-59
	0.0
	0.0
	0.0
	0.0
	0.6
	8.8
	29.9
	35.7
	18.9
	5.1
	0.8
	0.1
	0.0
	0.0
	0.0
	0.0

	60-64
	0.0
	0.0
	0.0
	0.0
	0.0
	0.7
	8.9
	29.6
	35.8
	19.0
	5.1
	0.8
	0.1
	0.0
	0.0
	0.0

	65-69
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.8
	8.9
	29.4
	35.9
	19.2
	5.1
	0.7
	0.1
	0.0
	0.0

	70-74
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.8
	8.9
	29.2
	36.0
	19.3
	5.0
	0.7
	0.1
	0.0

	75-79
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.8
	8.9
	29.1
	36.0
	19.4
	5.0
	0.7
	0.1

	80-84
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.9
	8.9
	29.0
	36.0
	19.4
	5.0
	0.7

	85+
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0
	0.6
	6.2
	21.7
	32.0
	24.3
	15.2


1.7 Long-term partnership formation

In heterosexual couples, the rates at which short-term partnerships become cohabiting or marital have been set in such a way that the model matches the observed proportions of the population in marital/cohabiting relationships, by age and sex, as reported in national censuses in 1996 and 2001, and in a 2007 national community survey (more detail on the parameters and calibration is provided elsewhere 22[]
). The fraction married is assumed to be the same for the high risk group and low risk group, which means that the rate at which short-term relationships become marital must be higher in the low risk group in order to compensate for the lower numbers of short-term partnerships in the low risk group. The rates at which short-term relationships become marital are also assumed to depend on age and sex.

For same-sex couples, it is likely that rates at which short-term relationships transition to cohabiting/marital relationships are lower than in heterosexual couples, as progressing to a cohabiting or marital relationship implies a degree of openness about one’s relationship status. Although South Africa legislation allows for gay marriage, such openness may not be possible in communities in which there are high levels of homophobia 39[]
. This was confirmed in a recent South African study, which found significantly lower rates of marriage in MSM when compared to heterosexual men 40[]
. We therefore reduce the heterosexual marriage rates by a constant factor when modelling the rate at which short-term relationships between MSM become marital. If mgij(x, t) is the rate at which at which an individual of sex g (aged x and in risk group i) in a short-term heterosexual relationship with an individual in risk group j marries their partner in year t, then the corresponding rate for an individual with the same characteristics but whose partner is of the same sex is 
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 is the relative rate of entry into marriage for same-sex couples. Because of the uncertainty regarding the 
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 parameter, we have represented the uncertainty using a uniform (0, 1) distribution.
1.8 Rates of partnership dissolution

Regular partnerships can be terminated through death of either partner, through ‘divorce’ (in the case of marital/long-term relationships) or through ‘break up’ (in the case of short-term relationships). For short-term heterosexual relationships, the annual rate of dissolution has been set at 2, which implies an average duration of short-term relationships equal to 6 months, roughly consistent with average durations of 3-12 months observed in African studies of non-spousal relationships 
 ADDIN EN.CITE 
[23, 41, 42]
. For long-term heterosexual relationships, the rates of relationship dissolution have been estimated by multiplying estimated rates of divorce in 2004 (by age and sex) by a factor of 2 43[]
. (This upward adjustment makes allowance for the fact that rates of dissolution are higher in cohabiting non-marital relationships than in marital relationships, and many married individuals are separated although not formally divorced.)

There is limited information on rates of relationship dissolution in South African MSM. Arnold et al 8[]
 found that among MSM in Soweto, the mean duration of reported relationships (over a 6-month period) was 2.5 months. This is almost certainly an under-estimate of the duration that would be expected in short-term relationships, (a) because men could not report durations of more than 6 months, and (b) because reporting included casual sex encounters (which would in most cases have been of very short duration). To represent the uncertainty around the average duration of short-term MSM relationships, we have assigned a gamma prior with a mean of half a year (i.e. the same as for short-term heterosexual relationships) and a standard deviation of 0.18 years. The 2.5 and 97.5 percentiles of this distribution are 2.5 and 10.9 months respectively, and the standard deviation of 0.18 years has thus been chosen in such a way that the lower bound on the gamma prior corresponds to the lower limit estimated by Arnold et al 8[]
. 
Although gay marriage has been legal in South Africa for more than a decade, published marriage and divorce statistics do not disaggregate heterosexual and same-sex relationships 44[]
. It is therefore assumed that rates of divorce/separation in long-term same-sex relationships are the same as in long-term heterosexual relationships.
1.9 Casual sex

It is assumed that MSM intermittently go through phases of engaging in casual sex (defined as once-off sex acts). This is modelled by assigning MSM a casual sex ‘indicator’ (1 if the individual is regularly engaging in casual sex, and 0 otherwise). The rate at which MSM enter this casual sex phase is assumed to depend on their age, risk group, relationship status and the extent of their same-sex preference. Mathematically, the annual rate of entry into the casual sex ‘phase’ is calculated as
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where K is the ‘base’ rate (applying to single high-risk gay men aged 20), vj is the effect of being in risk group j (1 for the high risk group), ω is the effect of being in a regular relationship (l = 1), Δ is the factor by which the rate of entry into casual sex is reduced per 10-year increase in age (x), and Yi, as before, is the male preference value for individual i. The annual rate at which men leave the casual sex phase is calculated as 
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where D is the rate of exit for gay men. 

Little local information is available on the frequency of casual sex in MSM. International literature shows that engagement in casual sex is significantly reduced in MSM who have regular partners 
 ADDIN EN.CITE 
[7, 45]
 but is only weakly associated with age 
 ADDIN EN.CITE 
[7, 45, 46]
. International literature also suggests that men do not remain in the casual sex ‘phase’ for long periods of time. For example, in a Thai study, the fraction of men who reported having more than 4 male sexual partners in the last 4 months (a proxy for engagement in casual sex) declined from 49% at baseline to about a third after 8 months of follow-up 46[]
. In other accounts, gay men describe casual sex as a phase that precedes more regular relationships 47[]
. We have fixed the D parameter at 1 (i.e. assuming that gay men remain in the casual sex phase for a year on average). Although this parameter is highly uncertain, it is not an important parameter because we use the K parameter to control the prevalence of casual sex in the MSM population at any point in time.
Suppose that π is the fraction of men in the base category (single high-risk gay men aged 20) who are engaging in casual sex at a point in time. The annual rate of change in π is
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In the steady-state equilibrium, when π is constant over time and the rate of change in π is zero, solving the above equation yields
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In other words, we can determine the K parameter if we know the prevalence of casual sex in the base category of MSM (π) and if we know the rate of exit from casual sex (which we have fixed at 1 per year). Although we do not know π exactly, we can set a lower bound on the plausible value of this parameter. In a study of MSM conducted in three South African cities, the proportion of men who reported more than 2 male partners in the last 6 months (a rough approximation to the proportion of MSM engaging in casual sex) varied between 50% and 56% 15[]
. This is an under-estimate of the prevalence of causal sex in the base category of MSM because the base category is defined as the group of MSM with the highest rate of entry into casual sex. To represent the uncertainty regarding the π parameter, we have therefore specified a beta prior distribution with a mean of 0.8 and a standard deviation of 0.1. These parameters have been chosen such that the 2.5 percentile of the distribution (0.57) is close to the lower bound noted previously, while the 97.5 percentile (0.95) is close to 1.
The vj parameter has been set to 1 for men in the high risk group (j = 1), based on the definition of the base parameter G. The parameter for the low risk group (j = 2) is uncertain, but we would expect it to be less than 1, since men who do not engage in concurrent relationships are likely to be more risk-averse than men who do engage in concurrent relationships. To represent the uncertainty regarding the v2 parameter, we have therefore assigned a uniform (0, 1) prior.
There is similar uncertainty regarding the ω parameter. Although we lack local data, the international literature suggests that men in regular relationships are less likely to engage in casual sex than men who are single 
 ADDIN EN.CITE 
[7, 45]
. This suggests a ω value of less than one. To represent the uncertainty regarding the ω parameter, we have therefore assigned a uniform (0, 1) prior.
Finally, there is also substantial uncertainty regarding the effect of age on entry into casual sex. Although international studies suggest limited association between age and casual sex 
 ADDIN EN.CITE 
[7, 45, 46, 48]
, Sandfort et al 49[]
 found that in South African MSM, the age distribution of men whose last partner was a ‘casual neighbourhood’ partner was significantly older than that of men in other relationship categories. To represent the uncertainty around the Δ parameter, we assign a gamma prior with a mean of 1 and a standard deviation of 0.2; this means that a priori we consider positive and negative associations between age and casual sex to be equally likely, but allow for substantial uncertainty regarding the extent of the association.
1.10 Frequency of sex and role preference
In short-term heterosexual relationships, sex is assumed to occur at a rate of 3 times per month on average, based on South African studies reporting on coital frequencies among youth 
 ADDIN EN.CITE 
[38, 50, 51]
. In long-term heterosexual relationships, coital frequencies are assumed to depend on the age and sex of the individual. In married women, coital frequencies are assumed to reduce exponentially from a rate of 5 per month in the 20-24 age group, declining by a factor of 50% for each 20-year increase in age (i.e. reducing to 2.5 times per month in 40-44 year olds, to 1.25 times per month in 60-64 year olds, etc.). Although the parameters are specified for married women, coital frequencies in married men are calculated to be consistent with the assumed female frequencies, taking into account the age mixing matrices, and it is the age of the male partner that is assumed to determine the frequency of sex in any given married relationship. These assumed frequencies of sex in spousal and non-spousal partnerships result in numbers of sex acts that are roughly consistent with the aggregate reported coital frequencies in the 15-24 and 25-49 age bands in a 2005 national household survey 20[]
.

In modelling sex between MSM, we distinguish between ‘sexual episodes’ and ‘sex acts’, since a single sexual episode may consist of multiple sex acts (e.g. insertive and receptive anal intercourse, each of which carries a different transmission risk). South African data suggest that many sexual episodes do not involve anal intercourse. For example, in a household survey, Dunkle et al 13[]
 found that out of 94 men who reported having ever had sex with other men, only 30 reported having engaged in anal sex (a further 28 did not specify the type of sex they had engaged in). Another study in Soweto found that only 68% of MSM reported having engaged in anal intercourse with other men 52[]
, and in a later study of MSM in the same setting, it was found that 32% of sexual relationships did not involve anal sex 8[]
. A possible explanation for the low rates of engagement in anal intercourse is HIV risk mitigation, since oral and other forms of sex carry negligible HIV transmission risk. The low reported levels of anal intercourse could also reflect misunderstanding of the study question, or possibly social desirability bias.
Another possible explanation for the low rates of anal intercourse may be incompatibility in role preferences. South African studies show that MSM have strong role preferences, with relatively low rates of role versatility. For example, in a study of MSM in Soweto, Arnold et al 8[]
 found that 53% of MSM reported being exclusively insertive and 31% reported being exclusively receptive. Similarly in Pretoria, Sandfort et al 19[]
 found that 35% of MSM reported they were exclusively receptive and 34% reported they were exclusively insertive. Role preference appears to be strongly related to the way in which MSM self-identify; for example Lane et al 52[]
 found a strong association between bisexual identity and exclusive practice of insertive anal intercourse (r = 0.9). Partners with incompatible role preferences may prefer to engage in non-anal intercourse.
To model the heterogeneity in role preference, we assign to each MSM a role preference indicator. In bisexual men, the probabilities of being assigned to the exclusively insertive, versatile and exclusively receptive categories are 0.5, 0.3 and 0.2 respectively, while the corresponding proportions in gay men are 0.2, 0.3 and 0.5 respectively. It is assumed that MSM do not choose their partners on the basis of their role preference, but that role preferences determine the type of sex and frequency of sex. If both partners are versatile, a single sexual episode is assumed to involve acts of both insertive and receptive anal intercourse with 50% probability (i.e. there is an average of 1.5 sex acts per sexual episode). Although we lack South African data to support this assumption, it is roughly consistent with data from North America, South America and Australia 
 ADDIN EN.CITE 
[53-55]
. If both partners are exclusively insertive, or both are exclusively receptive (i.e. incompatible role preferences), no anal intercourse occurs. For all other permutations of role preference, a single sexual episode is assumed to involve a single anal sex act (the nature of which will be determined by the partner with the exclusive preference).  
There is also a lack of data on the frequency of sexual episodes among MSM in the South African context. In a study of MSM in Soweto, which was limited to partnerships that involved anal sex, the average number of anal sex episodes was 10.28 per partnership (over a 6-month period) in 758 partnerships 8[]
. Only 284 of the relationships were reported to be regular relationships; if it is assumed that the remaining 474 partnerships were all casual ‘once-off’ partnerships, then the total number of anal sex episodes with regular partners must have been 7318 (758 × 10.28 – 474), which is equivalent to 25.8 anal sex episodes per regular partnership over 6 months (or 4.3 anal sex episodes per month, assuming regular partnerships were sustained over the full 6 months). The coital frequency of 4.3 episodes per month could be an over-estimate (if the mean number of episodes per casual partner was greater than 1), but could also be an under-estimate (if regular partnerships were not sustained over the full 6 months). Nevertheless, this is similar to the mean coital frequency assumed in regular heterosexual relationships. This is congruent with data from high-income countries, which show similar coital frequencies in heterosexual and gay relationships 48[]
. We therefore assume that the frequencies of anal sex episodes in short- and long-term MSM relationships are the same as the corresponding frequencies of vaginal sex in heterosexual relationships.
There is very little data on the frequency of casual sex for men who are engaging in casual sex. Data from high income settings suggest that the frequency of sexual episodes in the context of casual partnerships is roughly half of that in the context of regular partnerships 48[]
. To reflect the uncertainty regarding the frequency of sexual episodes, in MSM engaging in casual sex, we therefore assign a gamma prior distribution with a mean of 1.5 times per month (half the mean for short-term relationships) and a standard deviation of 0.65. The 2.5 and 97.5 percentiles of this gamma prior are at 0.5 and 3.0 respectively, the standard deviation having been chosen such that the 97.5 percentile would correspond to the likely maximum of 3 times per month.
No assumptions are made about the frequency of non-anal forms of intercourse, as these are assumed to carry negligible HIV transmission risk 56[]
.

1.11 Condom usage

The probability of condom use is assumed to depend on the individual’s age and sex, as well as the type of relationship that they are in. In addition, the model allows for changes in condom usage over time, as evidence suggests that there have been substantial increases in condom usage since the launch of various HIV communication programmes in the 1990s and early 2000s 57[, 58]
. However, it has been noted that the actual trends in HIV prevalence in South Africa appear inconsistent with the reported increases in condom usage, and this suggests that there may be some degree of social desirability bias in the reporting of condom use 59[]
. In the previous calibration of the model to the HIV prevalence data, we therefore made allowance for uncertainty regarding the extent of the bias in the self-reported data, allowing certain parameters to be interpolated between minimum and maximum values (the maxima corresponding to values that would be assumed if there were no reporting bias) 2[]
. For the purpose of the present study, the condom bias parameter is fixed at the average of the 100 parameter values that yielded the best fit to the South African HIV prevalence data 2[]
.
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 represents the probability that a woman aged x uses a condom in an act of sex with a heterosexual partner of type l at time t. This parameter is calculated in relation to a ‘baseline’ rate of condom usage, 
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, which is the probability of condom use for a woman aged 15-19 in a short-term relationship in 1998 (1998 has been chosen as the baseline because it is the year for which the most condom usage data are available, and because there is little reliable data on condom usage prior to 1998). The following formula is used to calculate 
[image: image33.wmf])

,

(

,

2

t

x

l

g

:



[image: image34.wmf](

)

(

)

ú

ú

û

ù

ê

ê

ë

é

÷

÷

ø

ö

ç

ç

è

æ

-

-

+

+

-

+

+

÷

÷

ø

ö

ç

ç

è

æ

-

=

÷

÷

ø

ö

ç

ç

è

æ

-

l

Q

l

i

l

u

l

i

l

l

l

l

l

M

t

x

t

x

t

x

)

/

(

5

.

0

1

15

1

ln

)

,

(

1

)

,

(

ln

*

*

,

2

,

2

k

k

k

n

c

g

g

g

g



where
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 = the odds of using a condom in relationship type l, relative to that in short-term relationships (l = 1), in 1998;
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 = the factor by which the odds of condom use reduces, per year of age;
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 = the initial odds of using a condom in relationship type l, in 1985 (before the onset of behaviour change), relative to the odds in 1998;
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 = the ultimate odds of using a condom in relationship type l, once behaviour change is at its maximum, relative to the odds in 1998;
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M

 = the median time to behaviour change in relationships of type l, i.e. the time at which the log odds of condom use is half-way between its initial and ultimate levels (in years since 1985);
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Q

 = the Weibull shape parameter controlling the speed of behaviour change in relationships of type l.

The term in square brackets represents the difference in condom usage (on a logit scale) between year t and 1998. A Weibull distribution is used to model the transition from the initial low levels of condom usage to the ‘ultimate’ levels of condom use. The logistic transformation prevents rates of condom use greater than 100%, and facilitates a ‘logistic regression’ interpretation of the condom parameters. Table S6 summarizes the parameter values assigned in modelling heterosexual relationships, based on the previous model fit to South African HIV prevalence data 2[]
.
Table S6: Parameters determining probabilities of condom use by women

	Parameter
	Symbol
	Short-term

relationships

(l = 0)
	Long-term

relationships

(l = 1)
	Sex worker-

client contacts

(l = 2)

	Baseline condom use
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	0.124
	-
	-

	Effect of relationship type
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	1.0
	0.46
	6.0

	Effect of age
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	-0.025
	-0.025
	0

	Initial odds of condom use
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	0.07
	0.07
	0.17

	Ultimate odds of condom use
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	7.39
	3.51
	6.00

	Median time to behaviour change
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M


	12.27
	10.99
	13.02

	Shape parameter
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Q


	3.43
	2.94
	5.22


For men in heterosexual relationships, the probability of condom use is calculated to be consistent with the assumptions made for women. The probability that a man uses a condom in a relationship with a female partner is
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 is the proportion of female partners who are aged y, for a man aged x (as shown in Table S4).

Levels of condom use in same-sex relationships generally appear similar to those in heterosexual relationships. In two recent surveys of South African youth, levels of condom use reported by heterosexual youth were similar to those reported by youth who self-identified as gay or bisexual 9[, 14]
. Another survey of South African men visiting drinking venues found similar levels of condom use reported by MSM and heterosexual men 40[]
. Based on this, we assume that the rates of condom use for men in regular partnerships with other men are the same as the corresponding rates in heterosexual relationships.
There is evidence to suggest that MSM engaging in casual sex use condoms more consistently than MSM in regular partnerships 60[]
. Arnold et al 8[]
 found, in a study of MSM in Soweto, that the number of acts of unprotected anal intercourse increased by a factor of 1.81 (95% CI: 1.43-2.28) if the partner was a regular partner (after controlling for number of anal episodes and other factors). The fraction of anal sex episodes that were unprotected was 0.24 in the average relationship, and 284 out of 758 male-male relationships were reported to be regular. If γ3 is the probability of condom use in casual relationships, then

0.24 = ((758 – 284) × (1 – γ3) + 284 × (1 – γ3) × 1.81) / 758.

Solving for γ3 gives 0.816, and an associated probability of condom use of 0.667 in regular relationships. This implies an odds ratio of 2.21 for the increase in the odds of condom use in casual sex relative to regular relationships. We therefore assume that the odds of condom use in a casual MSM relationship is 2.2 times that in a short-term MSM relationships (on the assumption that almost all of the ‘regular’ relationships included in the Arnold study were short-term partnerships).
1.12 Partner matching algorithm

New short-term partners are selected according to an algorithm, which operates similarly when selecting same-sex and opposite-sex partners. The procedure for pair formation is as follows:

1. At the start of each week, we calculate for each individual the rate at which they wish to form new short-term partnerships. Suppose that for the ith individual, ci is the desired annual rate at which new partnerships are formed.

2. We then randomly generate a ‘queue’ of all individuals in the population (a new queue is randomly generated at the start of each time step, as a fixed queue would mean that some individuals are permanently advantaged/disadvantaged by their position in the queue).

3. For the first person in the queue, we randomly assign a new relationship status at the end of the week. For bisexual men who acquire a new partner, we randomly assign them to a partner sex, the probability of them selecting a male partner being equal to their male preference value (Yi). Depending on the individual’s relationship status at the start of the week, one of seven possible events can occur: they can acquire a new high risk partner, acquire a new low risk partner, marry an existing high risk partner, marry an existing low risk partner, end a short-term relationship with a high risk partner, end a short-term relationship with a low risk partner, or get divorced. If none of these events occur, the ‘new’ relationship status of the individual at the end of the week is the same as that at the start. 

4. If the new event is acquisition of a new high risk partner, a partner age group is randomly sampled from the specified partner age preference matrix (see Tables S3 to S5). A new partner is selected from the pool of potential high risk partners in the relevant 5-year age group as follows:

a) We calculate the sum of the rates at which individuals wish to form new partnerships, out of those people of the relevant sex in the high risk group who remain in the queue (i.e. individuals who have not yet been assigned a new relationship status). In the case of a man seeking a female partner, we are calculating for age group x,
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where J2(x) is the set of high risk women aged x who remain in the queue, and cj is the annual rate at which individual j wishes to acquire new partners. In the case of a woman seeking a male partner, we calculate
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where J1(x) is the set of high risk men aged x who remain in the queue, and Yj, as before, is the extent of the same-sex preference for individual j. Similarly, for an MSM who seeks a male partner, we calculate
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b) We assign sample weights to each of the individuals who are eligible to form a new relationship with the first individual. In the case of a man seeking a female partner, the weight assigned to individual j, if they are in the set J2(x), is 
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. Weights are similarly calculated for women and MSM seeking a male partner. 
c) A new partner is randomly selected from the set Jg(x) using the sample weights. If set Jg(x) is empty, a different age group is randomly selected, and a high risk partner from that risk group is randomly chosen, in the same way as before. However, if the second age group is also empty, the event assigned to individual i changes to acquisition of a new partner in the low risk group, and a partner is selected from the low risk group in the same way as for the high risk group (using the same sampled age groups). If there are no available partners in the low risk group, for either of the randomly sampled ages, the individual is assigned no change in relationship status.

The procedure is exactly the same if the new event is acquisition of a new low risk partner, except that the ‘high’ and ‘low’ risk labels in steps a-c are reversed.

5. The procedure outlined in steps 3 and 4 is repeated for the second person in the queue, and similarly for each subsequent individual. Note that each time an individual has a change in relationship status assigned to them, the relationship status of the associated partner automatically also gets updated, so that the partner gets removed from the queue of individuals waiting to be assigned a new relationship status.

The removal from the queue in the last step happens because we are only allowing a maximum of one new relationship event per individual, in each time step. For example, if individual A selects individual B as their new partner, then individual B has had an event assigned to them and cannot experience another event in the same time step. Similarly, if individual A is in a relationship with individual C at the start of the time step and does not end that relationship, then individual C cannot end the relationship when their turn in the queue comes (otherwise individual C would be both forming a new partnership and ending a partnership in the same time step). Because we are only allowing one event to occur in each time step, we avoid having to make assumptions about how partnership allocation is ordered when multiple partnerships can be assigned 61[]
. Although the assumption that only one partnership event can occur in each time step is not realistic, we are using weekly time steps to model changes in relationship status, and any loss of accuracy is therefore likely to be minimal. 
Contacts between sex workers and clients and contacts between MSM engaging in casual sex are not included in these relationship events. Commercial sex partners and casual sex partners are assumed to be selected randomly, without any age or risk group preferences. At weekly time steps, each MSM who is in the casual sex state selects a new casual sex partner; if they cannot locate another MSM in the casual sex state who is seeking a casual sex partner, they are assumed not to engage in casual sex during that time step. The probability of engaging in anal intercourse with the chosen partner is simulated according to the coital frequencies specified previously. It is worth noting that because the assumed coital frequencies in the casual sex state are relatively low, many of the selected casual partners will not be sexual partners.
2. Model of HIV transmission and disease progression

2.1 HIV disease progression

A four-stage model is used to describe the course of HIV disease in the absence of antiretroviral treatment (ART), with φi representing the weekly rate of transition out of stage i (in the absence of ART). Individuals start ART at rate τ, which is assumed to depend on the individual’s current clinical stage (Figure S3). The average time in the acute stage (1/φ1) is assumed to be 3 months (0.25 years) 
 ADDIN EN.CITE 
[62, 63]
, while the average total survival time, in the absence of ART, is assumed to be 11.5 years 64[]
. The untreated survival time after acute infection is divided between latent infection (average duration of 5.16 years), pre-AIDS symptoms (average duration of 4.14 years) and AIDS (average duration of 1.96 years), with these splits determined based on previous estimates of the fraction of HIV survival time spent in different WHO clinical stages 65[]
.
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Figure S3: Model of HIV/AIDS

The τ parameter changes over time, and is also assumed to differ for men and women. The rates are calculated from the Thembisa model, a deterministic model of HIV in South Africa, which estimates the rate of ART initiation in each of a number of CD4 categories 66[]
. For the purpose of converting the estimated rates in each CD4 compartment to rates in each clinical stage, we use the results of a South African study conducted prior to the availability of ART, which estimated the number of person years spent in each CD4 category and clinical stage 67[]
, and scale these rates down to ensure the model matches the estimates of ART coverage produced by the Thembisa model. Table S7 shows the assumed rates of ART initiation, and Figure S4 shows the comparison of the ART coverage estimates in the two models. Once on ART, patients are assumed to experience an average HIV mortality rate of 0.033 per annum (φ5) 68[]
.

Table S7: Assumed annual rates of ART initiation

	
	Male rates
	Female rates

	Year
	Latent

infection
	Pre-AIDS

symptoms
	AIDS

(untreated)
	Latent

infection
	Pre-AIDS

symptoms
	AIDS

(untreated)

	2000
	0.0015
	0.0045
	0.0068
	0.0014
	0.0043
	0.0064

	2001
	0.0014
	0.0041
	0.0062
	0.0013
	0.0039
	0.0059

	2002
	0.0013
	0.0039
	0.0059
	0.0012
	0.0037
	0.0055

	2003
	0.0025
	0.0076
	0.0114
	0.0026
	0.0076
	0.0115

	2004
	0.0047
	0.0141
	0.0212
	0.0067
	0.0200
	0.0299

	2005
	0.0078
	0.0231
	0.0346
	0.0113
	0.0332
	0.0497

	2006
	0.0136
	0.0399
	0.0597
	0.0195
	0.0574
	0.0858

	2007
	0.0178
	0.0520
	0.0779
	0.0264
	0.0774
	0.1157

	2008
	0.0247
	0.0717
	0.1073
	0.0362
	0.1060
	0.1583

	2009
	0.0354
	0.1023
	0.1524
	0.0512
	0.1449
	0.2138

	2010
	0.0503
	0.1388
	0.2031
	0.0810
	0.2134
	0.3055

	2011
	0.0587
	0.1350
	0.1822
	0.0988
	0.2140
	0.2784

	2012
	0.0712
	0.1391
	0.1765
	0.1174
	0.2342
	0.2931

	2013
	0.0673
	0.1290
	0.1627
	0.1183
	0.2354
	0.2943

	2014
	0.0655
	0.1111
	0.1357
	0.1063
	0.1677
	0.1994

	2015
	0.0801
	0.1185
	0.1406
	0.1271
	0.1784
	0.2065


[image: image55.emf]0%

10%

20%

30%

40%

50%

60%

70%

2004 200520062007 20082009 201020112012 20132014 2015

Microsimulation

Thembisa


Figure S4: Antiretroviral treatment coverage (% of HIV-positive individuals on ART)
Dots represent estimates from Thembisa 2.5, a model calibrated to South African ART data 66[]
. Solid line represents average coverage estimates from the sample of 100 simulations.
2.2 HIV starting conditions

Although the model simulation begins in 1985, HIV is assumed to be introduced into the population in 1990 (the first 5 years of the simulation serves as a ‘burn-in’ in which relationship dynamics are established). 1990 is chosen as the starting point because there was little evidence of HIV in South Africa’s heterosexual population prior to 1990 
 ADDIN EN.CITE 
[69-72]
, and because stochastic variation in HIV trajectories is less substantial when the HIV epidemic is initialized using a higher initial HIV prevalence. HIV is introduced by randomly assigning an HIV status to individuals in the high risk group in 1990, the probability of assignment depending on the individual’s age, sex and sexual orientation. The initial HIV prevalence in high risk women (V0) is fixed at 2.31%, based on the average of the 100 best-fitting parameter combinations when the model was previously fitted to South African HIV prevalence data 2[]
. In heterosexual adults, this initial HIV prevalence is adjusted by a set of scaling factors to determine the initial HIV prevalence by sex and by 5-year age group, based on the relative levels of HIV prevalence in males and females in different age groups in a 1991 survey in KwaZulu-Natal 73[]
. Suppose that 
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The values assumed for the 
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 scaling factors, based on the KwaZulu-Natal survey, are summarized in Table S8.
Table S8: Assumed ratios of initial HIV prevalence to average prevalence in females aged 15-49 (high risk group)

	
	15-19
	20-24
	25-29
	30-34
	35-39
	40-44
	45-49

	Males (g = 0)
	0.04
	0.44
	1.00
	0.69
	0.58
	0.48
	0.29

	Females (g = 1)
	1.11
	1.24
	1.24
	0.95
	0.68
	0.54
	0.38


There is substantial evidence of high levels of HIV prevalence in South African MSM during the 1980s 74[, 75]
, although most of these early documented HIV cases were among white MSM infected with HIV-1 subtype B 76[]
, rather than the HIV-1 subtype C that later became established in the heterosexual population of South Africa. It would therefore be reasonable to assume that the HIV prevalence in MSM in 1990 was higher than that in heterosexual men. The HIV prevalence in high-risk MSM aged x is therefore assumed to be 
[image: image61.wmf])

(

1

,

1

x

v

G

´

, where G is the ratio of HIV prevalence in MSM to the HIV prevalence in heterosexual men in 1990 (assumed to be greater than 1). Although G is difficult to determine exactly, it can be approximated by the ratio of the actual number of new AIDS cases in MSM over the 1990-95 period to the number of new AIDS cases that would have been expected in MSM over the same period if HIV prevalence in MSM had been the same as in heterosexual men. Over the period from June 1990 to November 1995, 300 new AIDS cases were reported among MSM and 5270 new AIDS cases were reported among heterosexuals 77[, 78]
. If it were assumed that the HIV prevalence in MSM was the same as that in heterosexual men in 1990, and that the ratio of HIV prevalence in men to that in women was 0.585 in 1990 (based on the same data from rural KwaZulu-Natal 73[]
), then the expected number of AIDS cases in MSM would have been (5270 + 300) × 0.02 × 0.585 / 1.585 = 41, where 0.02 is the assumed fraction of men who are MSM (see section 1.2). This suggests a G ratio close to 7 (300/41). However, as the completeness of AIDS case reporting in South Africa in the early 1990s was probably low, and as heterosexual AIDS cases were probably less likely to be diagnosed as AIDS than gay AIDS cases, this may be an over-estimate. In addition, if the 2% assumption is too low, this would also imply over-estimation of G. To reflect the uncertainty around the G parameter, we therefore assign a gamma prior distribution with a mean of 3 and a standard deviation of 1.3. The standard deviation has been chosen such that the 2.5 and 97.5 percentiles of the distribution are 1.0 and 6.0 respectively, i.e. assuming that it would be very unlikely that the initial HIV prevalence in MSM would have been less than that in heterosexual men, and very unlikely that it would have been more than 6 times as high as that in heterosexual men.

2.3 HIV transmission probabilities per sex act

Table S9 summarizes the results of studies that have attempted to estimate the probability of HIV transmission per act of unprotected anal intercourse. In the case of unprotected receptive anal intercourse with an HIV-positive partner, the probability of transmission per sex act varies between 0.005 and 0.030. These estimates are  similar to the results of two systematic reviews, which both estimated an average per-contact transmission probability of 0.014 56[, 79]
 (although this summary estimate includes data in respect of heterosexual anal intercourse). Estimates of the risk of HIV transmission per act of unprotected insertive anal intercourse with an HIV-positive partner vary between 0.0011 and 0.0062. However, there are a number of reasons why these transmission probabilities may be under-estimates of the true HIV transmission probability that applies to untreated MSM in South Africa:

· All three studies were conducted in high-income countries. In a review of heterosexual HIV transmission probabilities, it was found that average transmission probabilities were 4 to 10 times higher in low-income countries than in high-income countries 80[]
, possibly because of a higher prevalence of other infections that increase HIV transmission risks 
 ADDIN EN.CITE 
[81, 82]
 and resulting higher levels of immune activation. If the same factors affect male-to-male transmission, one would expect that the probabilities in Table S9 would under-estimate the true transmission probabilities that apply in South Africa.

· Many of the estimates were from the HAART era (and even in the pre-HAART era many MSM would have been taking AZT or dual therapy, which would have partially reduced infectiousness). This would lead to some downward bias in the estimated transmission probability in untreated infection.

· There is much heterogeneity in HIV transmission risk, with factors such as viral load and genetics being particularly important in accounting for variation in HIV transmission risk. As a consequence, prospective studies of serodiscordant couples are likely to be biased towards couples in which the positive partner has low infectiousness or the negative partner has low susceptibility (or to put it another way, couples in which there is high HIV susceptibility/infectivity are less likely to be sampled because transmission would occur early on in the relationship). This is evident in the finding that the HIV transmission risk per period decreases as the relationship duration increases. Vittinghoff et al 83[]
 found that 9 out of 49 seroconversions in U.S. MSM occurred after only one or two sex acts with an HIV-positive partner, while Bavinton et al 5[]
 found that among Australian MSM in serodiscordant relationships, the HIV incidence rate in the second year of the relationship was only a quarter of that in the first year of the relationship. Vittinghoff et al 83[]
 also showed in a simulation that if there was substantial heterogeneity in susceptibility, their study design might be expected to under-estimate the true average HIV transmission probability by as much as 50%.

Table S9: Studies that have estimated the HIV transmission risk per act of anal intercourse

	Study
	Location
	Period
	Transmission

probability per sex act

	
	
	
	Receptive
	Insertive

	Jin et al 84[]

	Sydney
	2001-7
	0.0143
	0.0062a

	
	
	
	
	0.0011b

	Scott et al 85[]

	USA
	1995-2003
	0.0073
	0.0022

	
	
	1992-5
	0.0060c
	0.0014

	DeGruttola et al 86[]

	Boston
	-
	0.005-0.030
	-


a Circumcised. b Uncircumcised. c Includes data published in an earlier study 83[]
.

To take into account the effect of relationship duration on the HIV transmission probability, we set separate assumptions about average HIV transmission probabilities in short-term and long-term relationships. Prior distributions are specified to represent the uncertainty around these parameters, and are summarized in Table S10. To take into account the biases noted previously, we have set the prior means on the short-term transmission probabilities to be roughly double the averages of the values summarized in Table S9 (the same transmission probabilities are assumed to apply in casual sex encounters). The prior means on the long-term transmission probabilities have been set to a quarter of the corresponding transmission probabilities in short-term relationships, consistent with the finding by Bavinton et al 5[]
 that the transmission probability after the first year of the relationship was roughly a quarter of that in the first year of the relationship. For all prior distributions, the standard deviation was set to half of the mean, in order to ensure reasonably wide ranges of prior uncertainty around the transmission parameters.

Table S10: Beta prior distributions (mean and standard deviation) on HIV transmission probability per act of sex

	
	Receptive anal sex

with HIV+ partner
	Insertive anal sex

with HIV+ partner

	Short-term relationships and casual sex 
	0.028 (0.0140)
	0.0060 (0.00300)

	Long-term relationships
	0.007 (0.0035)
	0.0015 (0.00075)


Oral sex is assumed to carry no risk of HIV transmission, as a review of the international literature concluded that the risk of transmission through oral sex was very small relative to the risk of transmission through anal sex 56[]
.

Assumptions about the probability of HIV transmission per act of sex in heterosexual couples are set at the average of the 100 best-fitting parameter combinations identified when the heterosexual HIV model was previously fitted to South African HIV prevalence data 2[]
.

2.4 Effect of HIV disease stage and ART

The HIV transmission probabilities specified previously are the average probabilities that apply over the course of untreated HIV disease, 
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, where d is the role of the infected partner (insertive or receptive) and l is the nature of the relationship (short-term relationship, long-term relationship or casual partner). The HIV transmission probability per act of anal sex is also assumed to depend on the stage of HIV disease, s, with the probability of transmission in the untreated HIV stages being calculated as
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where stages 1 to 4 represent acute HIV infection, asymptomatic infection, pre-AIDS symptoms and untreated AIDS; Is represents the ratio of infectiousness in stage s to that in the asymptomatic stage of disease; and 
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 represents the average length of time spent in stage s in the absence of treatment. HIV infectiousness in the acute infection stage is assumed to be 19.3 times that in the asymptomatic stage, and the transmission probabilities in the symptomatic pre-AIDS and AIDS stages are assumed to be 2.63 times and 6.90 times those in the asymptomatic stage, respectively. These multipliers are the average of the 100 best-fitting parameter combinations obtained when the model was previously fitted to South African HIV prevalence data 2[]
.

For patients on ART, the average transmission probability is assumed to be 50% less than the HIV transmission probability in the latent/asymptomatic stage of HIV infection (i.e. 
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). This implies that an individual who initiates ART at the time of progressing from the pre-AIDS symptomatic stage to the AIDS stage will experience an 81% reduction in infectivity (1 – 0.5/2.63), or equivalently, an 83% reduction in infectivity when compared to the average HIV transmission probability over the course of untreated HIV disease. This is roughly consistent with the 77% reduction observed in a rural KwaZulu-Natal study that compared HIV transmission rates from treated and untreated HIV-positive individuals 87[]
.

The same assumptions about the effect of HIV stage and ART on HIV infectiousness are made in the case of heterosexual transmission and transmission between MSM.
2.5 Condom effectiveness

Scott et al 85[]
 estimated that rates of HIV transmission per act of protected receptive anal intercourse were 93% and 89% lower than the corresponding risks in unprotected anal intercourse, during the pre-HAART and early HAART eras respectively. Based on this, it is assumed that the HIV transmission risk per sex act is reduced by 90% when condoms are used, the same assumption as is made for vaginal intercourse.

3. Model fitting procedure
The model is fitted to both HIV prevalence data and sexual behaviour data collected in surveys of MSM. Our approach is to define a likelihood function, which represents the extent of the model consistency with the sexual behaviour data and HIV prevalence data, for a given parameter combination. We then draw a sample of 20 000 parameter combinations from the prior distributions. For each parameter combination, we enter the sampled parameter values into the model, run the model and then calculate the likelihood value. After having repeated this procedure for all 20 000 parameter combinations, we then select the 100 parameter combinations that have the highest likelihood values associated with them. For this set of 100 parameter combinations, more detailed model results are calculated. The results presented in the main text are the medians and inter-quartile ranges from these 100 parameter combinations.
3.1 Prior distributions

The prior distributions have been specified in previous sections, but are summarized in Table S11 for convenience. 

Table S11: Prior distributions

	Parameter
	Symbol
	Prior
	Mean
	Standard

deviation

	Fraction of MSM who are bisexual
	η
	Beta (12, 3)
	0.8
	0.1

	Mean fraction of bisexual partners who are male,

   at age 20
	μa
	Uniform (0, 1)
	0.5
	0.289

	Annual average change in male preference, in

   bisexual men
	μb
	Normal (0, 0.052)
	0.0
	0.05

	Standard deviation of annual change in male 

   preference, in bisexual men
	σb
	Beta (7.5, 42.5)
	0.15
	0.05

	Average duration of ST relationships in MSM
	-
	Gamma(7.72, 15.4)
	0.5
	0.18

	Relative rate of entry into casual sex for low-

   risk MSM
	v2
	Uniform (0, 1)
	0.5
	0.289

	Relative rate of entry into casual sex for MSM

   in regular relationships
	ω
	Uniform (0, 1)
	0.5
	0.289

	Relative rate of entry into casual sex, per 10-year

   increase in age
	Δ
	Gamma (25, 25)
	1.0
	0.2

	Prevalence of casual sex in high-risk gay men

   who are not in a regular relationship
	π
	Beta (12, 3)
	0.8
	0.1

	Relative rate of marriage in MSM partnerships

   compared to heterosexual partnerships
	ψ
	Uniform (0, 1)
	0.5
	0.289

	Probability of HIV transmission per act of UAI

   in ST/casual relationship (HIV- is receptive)
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	Beta (3.86, 134)
	0.028
	0.014

	Probability of HIV transmission per act of UAI

   in ST/casual relationship (HIV- is insertive)
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	Beta (3.97, 657.7)
	0.006
	0.003

	Probability of HIV transmission per act of UAI

   in LT relationship (HIV- is receptive)
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2

,

1

b


	Beta (3.97, 562.5)
	0.007
	0.0035

	Probability of HIV transmission per act of UAI

   in LT relationship (HIV- is insertive)
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2

,

2

b


	Beta (3.99, 2658)
	0.0015
	0.00075

	Monthly frequency of sex for MSM engaging

   in casual sex
	-
	Gamma (5.33, 3.55)
	1.5
	0.65

	Ratio of initial HIV prevalence in MSM to that

   in heterosexual men
	G
	Gamma (5.33, 1.78)
	3.0
	1.3


LT = long-term. MSM = men who have sex with men. ST = short-term. UAI = unprotected anal intercourse.

3.2 Data sources

For the purpose of this analysis, the data used in the model fitting are limited to those data collected in respondent-driven sampling (RDS) studies 
 ADDIN EN.CITE 
[15-19, 88]
 and a single household survey 13[]
. Although data are available from convenience sampling and venue-based sampling 
 ADDIN EN.CITE 
[40, 89, 90]
, these data are unlikely to be representative of the broader MSM population. The RDS design, however, employs a series of weights to ensure that individuals who are ‘harder to reach’ are up-weighted, and RDS studies of MSM should therefore be more representative of the general MSM population 91[]
. Although household surveys should in theory also be capable of drawing inferences about the general MSM population, South African MSM experience a high level of discrimination, and many would be unlikely to report engagement in same-sex behaviour in face-to-face interviews. Indeed, most household surveys that have relied on face-to-face interviews have found very low rates of reporting of same-sex behaviour 92[, 93]
. However, the household survey conducted by Dunkle et al 13[]
 in the Eastern Cape and KwaZulu-Natal used anonymous interviewing methods, and estimates are thus believed to be more reliable.

We have also included unpublished RDS data from a study conducted in four South African cities in 2015 94[]
. This study, conducted by the University of California San Francisco, measured HIV prevalence and sexual risk behaviour in men who had been sexually active with other men in the 6 months prior to the survey. 

The RDS and household surveys use different definitions of MSM. The RDS studies define MSM as men who have had sex with other men in the previous 6 months (except in the case of the study of Rispel et al 18[]
, which used a cut-off of 12 months). The household survey, however, defined MSM as men who had ever had sex with another man 13[]
. In comparing our model outputs with the survey data, we therefore distinguish between ‘recent MSM’ (which we define to be men who have had sex with other men in the last 6 months) and ‘ever MSM’.

3.3 Likelihood function

All MSM data in South Africa are from ‘sentinel’ locations. Although no single survey is nationally representative, we would expect that in aggregate the surveys are representative, or close to being representative, of the South African MSM population. We therefore adopt an approach similar to that used in other models of HIV and STIs when data are not nationally representative 95[, 96]
, which is to include a random effect term when specifying the likelihood function. This random effect term represents the difference between the prevalence of the outcome at a national level and the prevalence of the outcome in the sentinel studies, on a logit scale. The random effects of the different studies are assumed to have zero mean, and the variance of the random effects is determined with reference to the model estimates, as described below.

HIV prevalence and sexual behaviour differs by age, but the age distributions observed in surveys of MSM often differ from those in the model. We therefore calculate age-adjusted measures of HIV prevalence and sexual behaviour, which represent the model estimates of what would be expected if the age distribution were the same as that in a particular survey. Suppose that yi is the observed level of HIV prevalence in MSM in survey i, conducted in year ti, in which the proportion of respondents who were aged 25 or older was qi, and MSM were defined according to definition ki (ever or recent MSM). We wish to compare this to 
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, the model estimate of HIV prevalence in MSM in year ti, using definition ki, given the input parameters represented by vector θ, and after age-standardizing the model outputs to qi. The model calculation of 
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 is restricted to the subset of gay and bisexual men who have recently or ever been sexually active with other men, depending on ki. We assume that the difference between the observed and the modelled HIV prevalence, on the logit scale, is normally distributed with zero mean:
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where zi represents the random effect in study i and ξi represents the random error (i.e. deviations from the ‘true’ HIV prevalence in the community of interest due to the limited sample size or the uncertainty in the sampling weights). It is assumed that the zi and ξi terms are drawn from N(0, 
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 term is calculated from the 95% confidence intervals around the published prevalence estimates, in those studies that have correctly applied RDS or sample survey weights. In a few of the RDS studies, RDS confidence intervals are not calculated, but sample sizes are specified. For these studies we apply a design effect of 2.3 to the variance calculated on the simple random sampling assumption. The design effect (defined as the ratio of the variance after taking into account design effects to the variance calculated on the simple random sampling assumption) is calculated from the RDS studies that have correctly calculated 95% confidence intervals and also reported sample sizes from which the variance can be calculated under the simple random sampling assumption. All variance calculations are performed on the logit scale. The design effect of 2.3 in South African RDS studies is similar to the mean of 2.33 in a review of RDS studies 97[]
.

The 
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 term is approximated using the maximum likelihood estimator of the variance term, assuming that all of the differences between observed and modelled prevalence levels that cannot be explained in terms of random error must be attributable to the inter-study variation. Mathematically,
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where n is the number of HIV prevalence measurements (n = 14). The total likelihood in respect of the n HIV prevalence studies is then calculated as
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where y is the vector of observed prevalence values. Table S12 summarizes the data used in calculating the likelihood function in respect of the HIV prevalence measurements.

Table S12: Surveys of HIV prevalence in South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)

	Cloete et al 15[]

	Cape Town
	2012
	67.3%
	22.3%
	0.234

	
	Durban
	2012
	27.0%
	48.2%
	0.181

	
	Johannesburg
	2012
	52.1%
	26.8%
	0.196

	Lane et al 16[]

	Gert Sibande district
	2012
	29.6%
	29.4%
	0.185

	
	Ehlanzeni district
	2012
	28.0%
	15.9%
	0.233

	Lane et al 17[]

	Soweto
	2008
	31.0%
	13.6%
	0.236

	Rispel et al 18[]

	Johannesburg
	2008
	33.3%
	49.5%
	0.217

	
	Durban
	2008
	33.3%
	27.5%
	0.416

	Sandfort et al 19[]

	Pretoria
	2011
	41.0%
	30.1%
	0.154

	Kufa et al 94[]

	Johannesburg
	2015
	54.8%*
	43.4%*
	0.133

	
	Bloemfontein
	2015
	28.4%*
	17.3%*
	0.178

	
	Mafikeng
	2015
	28.8%*
	14.6%*
	0.201

	
	Polokwane
	2015
	40.3%*
	22.4%*
	0.196

	Dunkle et al 13[]

	3 districts in Eastern Cape 

   and KwaZulu-Natal
	2008
	52.1%
	27.4%
	0.290


* Unpublished data. RDS-weighted estimates are not yet available (although an RDS design was used), so only the unweighted estimates are used. Variance estimates were calculated using the RDS design effects described previously.

A similar approach is adopted in defining likelihood values in respect of the behavioural statistics from the various MSM surveys:

· Proportion of MSM who are married or cohabiting with their sexual partner (as most surveys did not ask specifically whether the partner was male or female, we do not make any distinction), n = 8;

· Proportion of MSM who had sex with a woman in the last 6 months, n = 6;

· Proportion of MSM who have ever had sex with a woman, n = 12;

· Proportion of MSM who have had 2 or more male partners in the last 6 months, n = 5;

· Proportion of MSM who currently have a regular male partner, n = 4.

The variance of random effects (
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) is calculated separately for each of the data types in this list, and a likelihood value is also calculated for each data type in the list. The total likelihood in respect of the sexual behaviour data, for a given parameter combination θ, is the product of the likelihood values calculated for each data type (proportion married, proportion who had sex with a woman in the last 6 months, etc.). Tables S13-S17 summarize the measurements for each data type.

Table S13: Prevalence of marriage/cohabitation in surveys of South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)

	Cloete et al 15[]

	Cape Town
	2012
	67.3%
	28.8%
	0.210

	
	Durban
	2012
	27.0%
	19.3%
	0.272

	
	Johannesburg
	2012
	52.1%
	21.6%
	0.189

	Vu et al 88[]

	Pretoria
	2009
	28.3%
	12.6%
	0.266

	Kufa et al 94[]

	Johannesburg
	2015
	54.8%*
	2.4%*
	0.426

	
	Bloemfontein
	2015
	28.4%*
	60.1%*
	0.135

	
	Mafikeng
	2015
	28.8%*
	55.4%*
	0.135

	
	Polokwane
	2015
	40.3%*
	2.2%*
	0.542


* Unpublished data. RDS-weighted estimates are not yet available (although an RDS design was used), so only the unweighted estimates are used. Variance estimates were calculated using the RDS design effects described previously.

Table S14: Prevalence of recent sex with a female partner* in surveys of South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)

	Cloete et al 15[]

	Cape Town
	2012
	67.3%
	28.4%
	0.181

	
	Durban
	2012
	27.0%
	8.0%
	0.382

	
	Johannesburg
	2012
	52.1%
	23.0%
	0.184

	Lane et al 16[]

	Gert Sibande district
	2012
	29.6%
	40.6%
	0.179

	
	Ehlanzeni district
	2012
	28.0%
	25.7%
	0.207

	Lane et al 17[]

	Soweto
	2008
	31.0%
	60.9%
	0.161


* In last 6 months.

Table S15: Prevalence of lifetime sexual experience with women, in surveys of South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)

	Cloete et al 15[]

	Cape Town
	2012
	67.3%
	69.7%
	0.188

	
	Durban
	2012
	27.0%
	40.1%
	0.205

	
	Johannesburg
	2012
	52.1%
	67.6%
	0.220

	Lane et al 16[]

	Gert Sibande district
	2012
	29.6%
	72.9%
	0.213

	
	Ehlanzeni district
	2012
	28.0%
	48.9%
	0.152

	Lane et al 17[]

	Soweto
	2008
	31.0%
	86.5%
	0.248

	Rispel et al 18[]

	Johannesburg and Durban
	2008
	33.3%
	35.6%
	0.188

	Sandfort et al 19[]

	Pretoria
	2011
	41.0%
	44.3%
	0.139

	Kufa et al 94[]

	Johannesburg
	2015
	54.8%*
	48.4%*
	0.130

	
	Bloemfontein
	2015
	28.4%*
	68.1%*
	0.142

	
	Mafikeng
	2015
	28.8%*
	60.1%*
	0.137

	
	Polokwane
	2015
	40.3%*
	56.5%*
	0.159


* Unpublished data. RDS-weighted estimates are not yet available (although an RDS design was used), so only the unweighted estimates are used. Variance estimates were calculated using the RDS design effects described previously.

Table S16: Prevalence of multiple male partnerships in last 6 months, in surveys of South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)

	Cloete et al 15[]

	Cape Town
	2012
	67.3%
	68.7%
	0.193

	
	Durban
	2012
	27.0%
	60.3%
	0.182

	
	Johannesburg
	2012
	52.1%
	71.0%
	0.179

	Lane et al 16[]

	Gert Sibande district
	2012
	29.6%
	29.7%
	0.166

	
	Ehlanzeni district
	2012
	28.0%
	37.8%
	0.168


Table S17: Prevalence of currently having a regular male partner, in surveys of South African MSM

	Reference
	Location
	Year

(ti)
	% aged

25+ (qi)
	Prevalence

(yi)
	Standard

deviation (σi)


	Lane et al 16[]

	Gert Sibande district
	2012
	29.6%
	66.0%
	0.178

	
	Ehlanzeni district
	2012
	28.0%
	74.2%
	0.184

	Lane et al 17[]

	Soweto
	2008
	31.0%
	69.6%
	0.149

	Dunkle et al 13[]

	3 districts in Eastern Cape 

   and KwaZulu-Natal
	2008
	52.1%
	27.7%
	0.214
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