
A EHL algebra

A.1 Calvo

The Lagrangian for the EHL Calvo setup is given by

L =
∞∑
k=0

(βθw)k Et

[
U

(
Ct+k|t ,

(
Γindt,t+kW

∗
t

Wt+k

)−εw
Nd
t+k, ·

)

− λt+k|t

{
(1 + τ ct+k)Pt+kCt+k|t − (1− τnt+k)Γindt,t+kW ∗

t

(
Γindt,t+kW

∗
t

Wt+k

)−εw
Nd
t+k −Xt+k

}]
,

(A.1)

where λt+k|t is the Lagrange multiplier and the j index has been suppressed. The FOC

for consumption is given by

(1 + τ ct+k)λt+k|tPt+k = VC,t+k|t . (A.2)

The FOC for W ∗
t is given by

0 =
∞∑
k=0

(βθw)k Et

[
UN

(
Ct+k|t,

(
Γindt,t+kW

∗
t

Wt+k

)−εw
Nd
t+k, ·

)
(−εw)

(
Γindt,t+kW

∗
t

Wt+k

)−εw
Nd
t+k

W ∗
t

+ λt+k|t

{
(1− εw) (1− τnt+k)Γindt,t+k

(
Γindt,t+kW

∗
t

Wt+k

)−εw
Nd
t+k

}]
, (A.3)

where UN denotes the partial derivative of the felicity function with respect to N . Using

N j
t+k|t =

(
W j
t+k|t

Wt+k

)−εw
Nd
t+k , (2.2)

W j
t+k|t = Γindt,t+kW

∗
t , (2.3)

and suppressing the arguments of the felicity function this can be rewritten as:

0 =
∞∑
k=0

(βθw)k Et

[
Nt+k|tλt+k|t

(
εw

εw − 1

UN,t+k|t
λt+k|t

+ (1− τnt+k)Γindt,t+kW ∗
t

)]
. (A.4)

Replacing λt+k|t using (A.2) yields

0 =
∞∑
k=0

(βθw)k Et

[
Nt+k|t

VC,t+k|t(1− τnt+k)
(1 + τ ct+k)

(
εw

εw − 1

UN,t+k|t(1 + τ ct+k)

VC,t+k|t(1− τnt+k)
+

Γindt,t+kW
∗
t

Pt+k

)]
.

(A.5)

Making use of the definition of the after-tax marginal rate of substitution

MRSt+k|t = −
(
1 + τ ct+k

)(
1− τnt+k

) UN,t+k|t
VC,t+k|t

(2.5)
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this yields

0 =
∞∑
k=0

(βθw)k Et

[
Nt+k|t

VC,t+k|t(1− τnt+k)
(1 + τ ct+k)

(
εw

εw − 1
MRSt+k|t −

Γindt,t+kW
∗
t

Pt+k

)]
. (A.6)

Performing a log-linearization around the deterministic steady state yields26

0 =
∞∑
k=0

(βθw)k Et

[
εw

εw − 1
MRS × M̂RSt+k|t − Γindk

W ∗

P

(
Ŵ ∗
t − P̂t+k + Γ̂indt,t+k

)]
(A.7)

or

Ŵ ∗
t = (1− βθw)

∞∑
k=0

(βθw)k Et

[
M̂RSt+k|t + P̂t+k − Γ̂indt,t+k

]
. (2.6)

Expand MRSt+k|t(Ct+k|t, Nt+k|t) by the average MRS in the economy

MRSt+k|t =
MRSt+k|t
MRSt+k

MRSt+k (A.8)

and log-linearize around the deterministic steady state:27

M̂RSt+k|t = εmrsc

(
Ĉt+k|t − Ĉt+k

)
+ εmrsn

(
N̂t+k|t − N̂t+k

)
+ M̂RSt+k , (A.9)

where εmrsc ≡ (MRSC×C)/MRS and εmrsn ≡ (MRSN ×N)/MRS denote the elasticities

of the MRS with respect to C and N , respectively. Due to the required assumption of

complete markets and equal initial wealth, marginal utilities are equal across households.

Therefore

VC,t+k = VC,t+k|t (A.10)

and log-linearized

VCCCĈt+k + VCNNN̂t+k = VCCCĈt+k|t + VCNNN̂t+k|t . (A.11)

Rearranging

VCCC
(
Ĉt+k|t − Ĉt+k

)
= −VCNN

(
N̂t+k|t − N̂t+k

)
(A.12)

26Depending on the exact conduct of monetary policy, e.g., in case of an interest rate rule, the steady

state of nominal variables like Pt andWt may not be well-defined (see e.g. Gaĺı 2015). Linearization in this

case can be interpreted as being done around the long-run trend of the nominal variables. Linearization

around a proper steady state would involve rewriting the problem in terms of stationary variables like

the real wage Wt/Pt and inflation rates, but would yield the same results as trend changes only appear

as ratios and therefore cancel out.
27The computational steps here follow Sbordone (2006). If the MRS depends on additional variables

like housing or durables, the same approach can be followed to replace the idiosyncratic MRS by the

aggregate one.
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and plugging into (A.9) yields

M̂RSt+k|t = M̂RSt+k +

[
−VCNN
VCCC

εmrsc + εmrsn

]
︸ ︷︷ ︸

≡εmrstot

(
N̂t+k|t − N̂t+k

)
. (2.7)

This together with the linearized labor demand

N̂t+k|t = −εw
(

Γ̂indt,t+k + Ŵ ∗
t − Ŵt+k

)
+ N̂d

t+k (A.13)

and the fact that up to first-order wage dispersion is zero and therefore Nd
t+k = Nt+k can

be used to express the idiosyncratic MRS as

M̂RSt+k|t = M̂RSt+k − εwεmrstot

(
Γ̂indt,t+k + Ŵ ∗

t − Ŵt+k

)
. (A.14)

Plug into (2.6) to get

Ŵ ∗
t = (1− βθw)

(
Ŵt +

1

1 + εwεmrstot

(
M̂RSt −

(
Ŵt − P̂t

)))
+ βθwEt

(
Ŵ ∗
t+1 − Γ̂indt,t+1

)
.

(A.15)

where we have made use of Γ̂indt,t+k = Γ̂indt,t+1 + Γ̂indt+1,t+k and Γ̂indt,t = 0.

Next, plug in from the linearized LOM for wages in the economy

Ŵ ∗
t =

1

1− θw
Ŵt −

θw
1− θw

(Γ̂indt−1,t + Ŵt−1) (A.16)

to get

1

1− θw
Ŵt −

θw
1− θw

(
Γ̂indt−1,t + Ŵt−1

)
= (1− βθw)

(
Ŵt −

1

1 + εwεmrstot

µ̂wt

)
+ βθwEt

(
−Γ̂indt,t+1 +

1

1− θw
Ŵt+1 −

θw
1− θw

(
Γ̂indt,t+1 + Ŵt

))
. (A.17)

Now add 0 to the left-hand side and expand the right-hand side:

1

1− θw
Ŵt −

θw
1− θw

(
Γ̂indt−1,t + Ŵt−1

)
+

(
1

1− θw
Ŵt−1 −

1

1− θw
Ŵt−1

)
= (1− βθw) Ŵt − βθw

(
θw

1− θw

(
EtΓ̂

ind
t,t+1 + Ŵt

)
+

1− θw
1− θw

EtΓ̂
ind
t,t+1

)
+

βθw
1− θw

Et

(
Ŵt+1

)
− (1− βθw)

1 + εwεmrstot

µ̂wt . (A.18)
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Factor the left-hand side and collect terms related to Wt on the right-hand side

1

1− θw

(
Ŵt − Ŵt−1

)
+ Ŵt−1 −

θw
1− θw

Γ̂indt−1,t

=

(
1− βθw − θw (1− βθw)− βθwθw

1− θw

)
︸ ︷︷ ︸

1− βθw
1−θw

Ŵt

− βθw
1− θw

EtΓ̂
ind
t,t+1 +

βθw
1− θw

Et

(
Ŵt+1

)
− (1− βθw)

1 + εwεmrstot

µ̂wt . (A.19)

Subtract Wt from both sides

1

1− θw

(
Ŵt − Ŵt−1

)
− θw

1− θw
Γ̂indt−1,t −

(
Ŵt − Ŵt−1

)
=

βθw
1− θw

Et

(
Ŵt+1 − Ŵt

)
− (1− βθw)

1 + εwεmrstot

µ̂wt −
βθw

1− θw
EtΓ̂

ind
t,t+1 . (A.20)

Collecting terms:

θw
1− θw

(
Ŵt − Ŵt−1

)
− θw

1− θw
Γ̂indt−1,t

=
βθw

1− θw
Et

(
Ŵt+1 − Ŵt

)
− (1− βθw)

1 + εwεmrstot

µ̂wt −
βθw

1− θw
EtΓ̂

ind
t,t+1 . (A.21)

Solve for wage inflation:

Π̂w
t = βEtΠ̂w,t+1 −

(1− θw) (1− βθw)

θw (1 + εwεmrstot )
µ̂wt −

βθw
1− θw

EtΓ̂
ind
t,t+1 +

θw
1− θw

Γ̂indt−1,t . (2.8)

A.2 Rotemberg

The Lagrangian for the EHL Rotemberg setup is given by

L =
∞∑
k=0

βkEt



U

(
Ct+k,

(
W j
t+k

Wt+k

)−εw
Nd
t+k

)

−λt+k


(
1 + τ ct+k

)
Pt+kC

j
t+k −

(
1− τnt+k

)
W j
t+k

(
W j
t+k

Wt+k

)−εw
Nd
t+k

+
φw
2

(
1

Γindt+k−1,t+k

W j
t+k

W j
t+k−1

− 1

)2

Ξt+k −Xt+k




.

(A.22)

The FOC for consumption is given by

(1 + τ ct+k)λ
j
t+kPt+k = VC,t+k . (A.23)
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The corresponding FOC for the optimal wage is given by

0 = UN

(
Cj
t ,

(
W j
t

Wt

)−εw
Nd
t , ·

)
(−εw)

(
W j
t

Wt

)−εw
Nd
t

W j
t

+ λjt

{
(1− εw) (1− τnt )

(
W j
t

Wt

)−εw
Nd
t − φw

(
1

Γindt−1,t

W j
t

W j
t−1

− 1

)
Ξt

Γindt−1,tW
j
t−1

}

− Etλjt+1

{
φw

(
1

Γindt,t+1

W j
t+1

W j
t

− 1

)
(−1)

W j
t+1(

W j
t

)2

1

Γindt,t+1

Ξt+1

}
.

(A.24)

As there is no wage dispersion in the Rotemberg case, imposing symmetry means that

N j
t = Nd

t = Nt. Additionally substituting for λt from (A.23) and dividing by VC,t/(1+τ ct ),

the above equation can be written as

0 =
UN,t
VC,t

(1 + τ ct ) (−εw)
Nt

Wt

+
1

Pt

{
(1− εw) (1− τnt )Nt − φw

(
1

Γindt−1,t

Wt

Wt−1

− 1

)
Ξt

Γindt−1,tWt−1

}
+ Etβ

VC,t+1

VC,t

(1 + τ ct )

(1 + τ ct+1)

1

Wt

{
φw

(
1

Γindt,t+1

Wt+1

Wt

− 1

)
Wt+1

Wt

1

Γindt,t+1

Ξt+1

Pt+1

}
,

(A.25)

or, dividing by Nt, multiplying by Pt, and making use of the definition of the after-tax

MRS (2.5), as

0 = εw
MRSt
Wt

Pt

(1− τnt ) +

{
(1− εw) (1− τnt )− φw

(
Πw,t

Γindt−1,t

− 1

)
Πt

1

Nt

1

Γindt−1,t

Ξt
Pt

Wt−1

Pt−1

}

+ Etβ
VC,t+1

VC,t

(1 + τ ct )

(1 + τ ct+1)

1

Nt

1
Wt

Pt

{
φw

(
Πw,t+1

Γindt,t+1

− 1

)
Πw,t+1

Γindt,t+1

Ξt+1

Pt+1

}
.

(2.13)

Linearizing (2.13) around the steady state and making use of

µ̂wt ≡
(
Ŵt − P̂t

)
− M̂RSt (2.9)
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and Γind1 = Π yields

0 = εw
MRS
W
P︸ ︷︷ ︸

εw−1
εw

(1− τnt )(−1)µ̂wt

+

[
εw
MRS
W
P

(−τn) + (1− εw)(−τn)

]
︸ ︷︷ ︸

0

τ̂nt

− φw
(
Π−1Πw − 1

)︸ ︷︷ ︸
0

Π
1

N
Π−1 Ξreal

W real

(
Π̂t − N̂t − Γ̂indt−1,t + Ξ̂real

t − Ŵ real
t−1

)
− φwΠ

1

N
Π−1 Ξreal

W real
Π−1ΠwΠ̂w,t

+ Etβ
1

N

1

W real
φw
(
Π−1Πw − 1

)︸ ︷︷ ︸
0

Π−1ΠwΞreal
(
V̂C,t+1 − V̂C,t + τ̂ ct − τ̂ ct+1 − N̂t − Ŵ real

t − Ξ̂real
t+1

)
+ Etβ

1

N

1

W real
φwΠ−1Ξreal

(
2Π−1Π2

w − Πw

)
Π̂w,t+1

+ Etβ
1

N

1

W real
φwΠwΞreal

(
−2Π−2Πw + Π−1

)
Γ̂indt,t+1 .

(A.26)

Simplifying and using the steady state relation Π = Πw yields

0 = (−1)εw
εw − 1

εw
(1−τn)µ̂wt −φw

Ξreal

NW real︸ ︷︷ ︸
1
ℵ

Π̂w,t+Etβ
Ξreal

NW real
φw

(
Π̂w,t+1 − Γ̂indt,t+1

)
(A.27)

and thus

Π̂w,t = βEt

(
Π̂w,t+1 − Γ̂indt,t+1

)
− (εw − 1) (1− τn)ℵ

φw
µ̂wt . (2.14)

B SGU algebra

B.1 Calvo

The associated Lagrangian is given by

L =
∞∑
k=0

βkEt

[
U (Ct+k , Nt+k, ·)

− λt+k
{

(1 + τ ct+k)Pt+kCt+k −
(
1− τnt+k

)
W εw
t+kN

d
t+kθ

k
w

(
Γindt,t+kW

∗
t

)1−εw −Xt+k

}]
, (B.1)
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where in the budget constraint we have made use of

1∫
0

W j
t+kN

j
t+kdj =

1∫
0

W j
t+k

(
W j
t+k

Wt+k

)−εw
Nd
t+kdj

= W εw
t+kN

d
t+k

1∫
0

(
W j
t+k

)1−εw
dj = W εw

t+kN
d
t+k

(
θkw
(
Γindt,t+kW

∗
t

)1−εw
+
(
1− θkw

)
X1,t+k

)
.

(B.2)

The last term, X1,t+k, captures the wage level in the other labor markets where price

resetting has taken place. Hence, it is independent of W ∗
t and can be omitted as it drops

out when taking the derivative.

The FOC for consumption is given by

(1 + τ ct+k)λt+kPt+k = VC,t+k , (B.3)

while the FOC for W ∗
t is given by

0 =
∞∑
k=0

βkEt

[
UN,t+k

∂Nt+k

∂W ∗
t

+ λt+k

{
(1− εw) (1− τnt+k)W εw

t+kN
d
t+kθ

k
w

(
Γindt,t+k

)1−εw
(W ∗

t )−εw
}]

. (B.4)

Making use of

Nt+k ≡
1∫

0

N j
t+kdj =

1∫
0

(
W j
t+k

Wt+k

)−εw
Nd
t+k dj = W εw

t+kN
d
t+k

1∫
0

(
W j
t+k

)−εw
dj

= W εw
t+kN

d
t+k

(
θkw
(
Γindt,t+kW

∗
t

)−εw
+
(
1− θkw

)
X2,t+k

)
, (B.5)

we can evaluate the inner derivative in the first line of (B.4) to get

0 =
∞∑
k=0

βkEt

[
UN,t+k (−εw)

Nd
t+k

W−εw
t+k

θkw
(
Γindt,t+k

)−εw
(W ∗

t )−εw−1

+ λt+k

{
(1− εw) (1− τnt+k)W εw

t+kN
d
t+kθ

k
w

(
Γindt,t+k

)1−εw
(W ∗

t )−εw
}]

. (B.6)

Factoring out, and multiplying by (W ∗
t )−εw−1 yields

0 =
∞∑
k=0

(βθw)k Etλt+kN
d
t+kW

εw
t+k

(
Γindt,t+k

)−εw
×
[
UN,t+k
λt+k

(−εw) +
(
1− τnt+k

)
(1− εw) Γindt,t+kW

∗
t

]
(B.7)
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or

0 =
∞∑
k=0

(βθw)k Etλt+kN
d
t+kW

εw
t+k

(
1− τnt+k

) (
Γindt,t+k

)−εw
×

[
UN,t+k

(
1 + τ ct+k

)
Pt+k

VC,t+k
(
1− τnt+k

) (−εw) + (1− εw) Γindt,t+kW
∗
t

]
. (B.8)

Using the after-tax MRS definition, this is equal to

0 = Et

∞∑
k=0

(βθw)kVC,t+kN
d
t+kW

εw
t+k

1− τnt+k
1 + τ ct+k

(
Γindt,t+k

)−εw [
MRSt+k

εw
εw − 1

− Γindt,t+k
W ∗
t

Pt+k

]
.

(B.9)

Performing a log-linearization around the deterministic steady state yields

0 =
∞∑
k=0

(βθw)k Et

[
εw

εw − 1
×MRSM̂RSt+k − Γindk

W ∗

P

(
Ŵ ∗
t − P̂t+k + Γ̂indt,t+k

)]
(B.10)

or

Ŵ ∗
t = (1− βθw)

∞∑
k=0

(βθw)k Et

[
M̂RSt+k + P̂t+k − Γ̂indt,t+k

]
. (B.11)

Note that compared to the EHL case, it is the economy-wide MRS that shows up here,

not the individual one. Subtracting Ŵt from both sides and using (2.9), we can write

this recursively as

Ŵ ∗
t − Ŵt = −βθwŴt + (1− βθw) µ̂wt (−1) + βθwEt

(
Ŵ ∗
t+1 − Γ̂indt,t+1

)
. (B.12)

Using (A.16) we obtain(
1

1− θw
Ŵt −

θw
1− θw

(
Γ̂indt−1,t + Ŵt−1

))
− Ŵt = − βθwŴt + (1− βθw) µ̂wt (−1)

+ βθwEt

(
1

1− θw
Ŵt+1 −

θw
1− θw

(
Γ̂indt,t+1 + Ŵt

)
− Γ̂indt,t+1

)
(B.13)

from which the New Keynesian Wage Phillips Curve follows as

Π̂w
t = βEtΠ̂

w
t+1 −

(1− βθw) (1− θw)

θw
µ̂wt −

βθw
1− θw

EtΓ̂
ind
t,t+1 +

θw
1− θw

Γ̂indt−1,t . (3.4)
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B.2 Rotemberg

The Lagrangian is

L =
∞∑
k=0

βkEt



U (Ct+k, Nt+k, ·)

−λt+k


(
1 + τ ct+k

)
Pt+kCt+k −

(
1− τnt+k

)
Nd
t+k

∫ 1

0

W j
t+k

(
W j
t+k

Wt+k

)−εw
dj

+
φw
2

∫ 1

0

(
1

Γindt,t+k

W j
t+k

W j
t+k−1

− 1

)2

djΞt+k −Xt+k




.

(B.14)

The corresponding first order condition for the optimal wage is given by

0 = UN,t (−εw)

∫ 1

0

(
W j
t

Wt

)−εw
Nd
t

W j
t

dj

+ λt

{
(1− εw) (1− τnt )Nd

t

∫ 1

0

(
W j
t

Wt

)−εw
dj − φw

∫ 1

0

(
1

Γindt−1,t

W j
t

W j
t−1

− 1

)
1

Γindt−1,tW
j
t−1

dj Ξt

}

− Etλt+1

{
φw

∫ 1

0

(
1

Γindt,t+1

W j
t+1

W j
t

− 1

)
(−1)

W j
t+1

Γindt,t+1

(
W j
t

)2 dj Ξt+1

}
.

(B.15)

Imposing symmetry

0 = UN (Ct, Nt, ·) (−εw)
Nd
t

Wt

+λt

{
(1− εw) (1− τnt )Nd

t − φw
(

1

Γindt−1,t

Wt

Wt−1

− 1

)
Ξt

Γindt−1,tWt−1

}
− Etλt+1

{
φw

(
1

Γindt,t+1

Wt+1

Wt

− 1

)
(−1)

Wt+1

Γindt,t+1 (Wt)
2 Ξt+1

}
, (B.16)

which is identical to equation (A.25).
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C Elasticities of the after-tax MRS

C.1 Habits

C.1.1 Additively separable

First consider additively separable preferences with habits of the form

(Ct − φcCt−1)1−σ − 1

1− σ
− ψN

1+ϕ

1 + ϕ
, (C.1)

where 0 ≤ φc ≤ 1 measures the degree of habits, ϕ ≥ 0 is the inverse of the Frisch

elasticity, σ ≥ 0 determines the intertemporal elasticity of substitution, and ψ > 0

determines the weight of the disutility of labor.

If habits are internal, we get

VCt = (Ct − φcCt−1)−σ − βφc (Ct+1 − φcCt)−σ

and in steady state

VC = (1− βφc) ((1− φc)C)−σ .

Similarly, the other partial derivatives are given by

UNt = −ψNϕ
t

UN = −ψNϕ

VCtCt = −σ(Ct − φcCt−1)−σ−1 + βφ2
c (−σ) (Ct+1 − φcCt)−σ−1

VCC =
(
1 + βφ2

c

)
(−σ) ((1− φc)C)−σ−1

VCN = 0

The marginal rate of substitution and its derivatives follow as

MRS =
1 + τ c

1− τn
ψNϕ

(1− βφc) ((1− φc)C)−σ

MRSN = ϕ
1 + τ c

1− τn
ψNϕ−1

(1− βφc) ((1− φc)C)−σ

MRSC =
1 + τ c

1− τn
ψNϕ (−1)

1

(VC)2VCC

Therefore,

εmrsn = ϕ (C.2)
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and

εmrsc =

1+τc

1−τn (−UN) −1
(VC)2

VCC
1+τc

1−τn
UN
VC

C = (−1)
VCCC

VC
= (−1)

(1 + βφ2
c) (−σ) ((1− φc)C)−σ−1C

(1− βφc) ((1− φc)C)−σ

=
1 + βφ2

c

1− βφc
σ

(1− φc)
,

(C.3)

Because of VCN = 0, we also have28

εmrstot = εmrsn , (C.6)

If habits are external, we get the partial derivatives

VNt = −ψNϕ
t

VN = −ψNϕ

VCt = (Ct − φcCt−1)−σ

VC = ((1− φc)C)−σ

VCtCt = (−σ) (Ct − φcCt−1)−σ−1

VCC = (−σ) ((1− φc)C)−σ−1

VCN = 0

and the marginal rate of substitution

MRS =
1 + τ c

1− τn
ψNϕ

((1− φc)C)−σ

MRSN = ϕ
1 + τ c

1− τn
ψNφ−1

((1− φc)C)−σ

MRSC =
1 + τ c

1− τn
ψNϕ

((1− φc)C)−σ+1

and therefore

εmrsc = (−1)
VCCC

VC
= (−1)

(−σ)((1− φc)C)−σ−1C

((1− φc)C)−σ
=

σ

(1− φc)
(C.7)

28A related functional form with unitary Frisch elasticity considers log utility in leisure:

(Ct − φcCt−1)
1−σ − 1

1− σ
− ψ log(1−N) . (C.4)

and yields

εmrstot = εmrsn = N/(1−N) (C.5)

.
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with similar expressions for log leisure. As a consequence, εmrsn is the same as in the case

of internal habits and, because of VCN = 0, we also have

εmrstot = εmrsn . (C.8)

C.1.2 Multiplicatively separable

Consider a multiplicative felicity function29 with habits

Ut =

(
(Ct − φcCt−1)η (1−N)1−η)1−σ

1− σ
=

(Ct − φcCt−1)η(1−σ)(1−N)(1−η)(1−σ)

1− σ
, (C.9)

where 0 ≤ φc ≤ 1 measures the degree of habits, 0 ≤ η ≤ 1 determines the weight of

leisure, and σ ≥ 0 determines the intertemporal elasticity of substitution.

If habits are internal, we have

VNt = (1− η) (Ct − φcCt−1)η(1−σ) (−1) (1−Nt)
(1−η)(1−σ)−1

= − (1− η) (1− σ)
Ut

(1−Nt)

VN = − (1− η) ((1− φc)C)η(1−σ)(1−N)(1−η)(1−σ)−1

= − (1− η) (1− σ)
U

(1−N)

VCt = η (Ct − φcCt−1)η(1−σ)−1 (1−Nt)
(1−η)(1−σ)

− φcβη (Ct+1 − φcCt)η(1−σ)−1 (1−Nt+1)(1−η)(1−σ)

= η (1− σ)

(
Ut

Ct − φcCt−1

− βφc
Ut+1

Ct+1 − φcCt

)
VC = η (1− φcβ) ((1− φc)C)η(1−σ)−1 (1−Nt)

(1−η)(1−σ)

= η (1− σ) (1− φcβ)
U

(1− φc)C

VCtCt = η (η (1− σ)− 1) (Ct − φcCt−1)η(1−σ)−2(1−Nt)
(1−η)(1−σ)

− φcβη (η (1− σ)− 1) (−φc) (Ct+1 − φcCt)η(1−σ)−2(1−Nt+1)(1−η)(1−σ)

VCC = η (η (1− σ)− 1)
(
1 + φ2

cβ
)

((1− φc)C)η(1−σ)−2(1−Nt)
(1−η)(1−σ)

=
(η (1− σ)) (η (1− σ)− 1) (1 + φ2

cβ)U

((1− φc)C)2

VCtNt = η (Ct − φcCt−1)η(1−σ)−1 (1− η) (1− σ) (−1) (1−Nt)
(1−η)(1−σ)−1

VCN = η ((1− φc)C)η(1−σ)−1 (1− η) (σ − 1) (1−N)(1−η)(1−σ)−1

= (η (1− σ)) (1− η) (σ − 1)
U

(1− φc)C (1−N)

29It has e.g. been used by Backus, Kehoe, and Kydland (1992).
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Therefore,

MRS =
1 + τ c

1− τn
1− η
η

(1− φc)C
(1− φcβ) (1−N)

MRSN =
1 + τ c

1− τn
1− η
η

(1− φc)C
(1− φcβ) (1−N)2

MRSC =
1 + τ c

1− τn
1− η
η

1− φc
(1− φcβ) (1−N)

and

εmrsn =

1+τc

1−τn
1−η
η

(1−φc)C
(1−φcβ)(1−N)2

N

1+τc

1−τn
1−η
η

(1−φc)C
(1−φcβ)(1−N)

=
N

1−N
(C.10)

εmrsc =

1+τc

1−τn
1−η
η

1−φc
1−φcβ

1
1−N

1+τc

1−τn
1−η
η

1−φc
1−φcβ

C
1−N

C = 1 (C.11)

Finally

VCN
VCC

=
(η (1− σ)) (1− η) (σ − 1) U

(1−φc)C(1−N)

(η(1−σ))(η(1−σ)−1)(1+φ2cβ)U
((1−φc)C)2

=
(1− η) (σ − 1)

η(1− σ)− 1

(1− φc)
(1 + φ2

cβ)

C

1−N

and

εmrstot = −VCNN
VCCC

εmrsc + εmrsn

= −(1− η) (σ − 1)

η(1− σ)− 1

(1− φc)
(1 + φ2

cβ)

CN

(1−N)C
× 1 +

N

1−N

=

[
1− (1− η) (σ − 1)

η(1− σ)− 1

(1− φc)
(1 + φ2

cβ)

]
N

1−N
(C.12)

In case of σ = 1, i.e. log utility, utility becomes separable again and (C.12) reduces to

(C.5).
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With external habits,

VCt = η (Ct − φcCt−1)η(1−σ)−1 (1−Nt)
(1−η)(1−σ)

= η (1− σ)
Ut

Ct − φcCt−1

VC = η ((1− φc)C)η(1−σ)−1 (1−Nt)
(1−η)(1−σ)

= η (1− σ)
U

(1− φc)C

VCtCt = η (η (1− σ)− 1) (Ct − φcCt−1)η(1−σ)−2 (1−Nt)
(1−η)(1−σ)

VCC = η (η (1− σ)− 1) ((1− φc)C)η(1−σ)−2(1−N)(1−η)(1−σ)

=
(η (1− σ)) (η (1− σ)− 1)U

((1− φc)C)2

VCtNt = η (Ct − φcCt−1)η(1−σ)−1 (1− η) (1− σ) (−1) (1−Nt)
(1−η)(1−σ)−1

VCN = η ((1− φc)C)η(1−σ)−1 (1− η) (σ − 1) (1−N)(1−η)(1−σ)−1

= (η (1− σ)) (1− η) (σ − 1)
U

(1− φc)C (1−N)
.

Therefore,

MRS =
1 + τ c

1− τn
1− η
η

(1− φc)C
1−N

MRSN =
1 + τ c

1− τn
1− η
η

(1− φc)C
1−N

MRSC =
1 + τ c

1− τn
1− η
η

1− φc
(1−N)

and

εmrsn =

1+τc

1−τn
1−η
η

(1−φc)C
(1−N)2

N

1+τc

1−τn
1−η
η

(1−φc)C
(1−N)

=
N

1−N
(C.13)

εmrsc =

1+τc

1−τn
1−η
η

1−φc
1−N

1+τc

1−τn
1−η
η

(1−φc)C
1−N

C = 1 (C.14)

Finally

VCN
VCC

=
(η (1− σ)) (1− η) (σ − 1) U

(1−φc)C(1−N)

(η(1−σ))(η(1−σ)−1)U
((1−φc)C)2

=
(1− η) (σ − 1)

η (1− σ)− 1

(1− φc)C
1−N
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εmrstot = −VCNN
VCCC

εmrsc + εmrsn

= −(1− η) (σ − 1)

η(1− σ)− 1
(1− φc)

CN

(1−N)C
× 1 +

N

1−N

=

[
1− (1− η) (σ − 1)

η(1− σ)− 1
(1− φc)

]
N

1−N
(C.15)

C.1.3 GHH

Consider GHH preferences with habits of the form

U =

(
Ct − φcCt−1 − ψN1+ϕ

t

)1−σ − 1

1− σ
, (C.16)

where 0 ≤ φc ≤ 1 measures the degree of habits, ϕ ≥ 0 is related to the Frisch elasticity,

σ ≥ 0 determines the intertemporal elasticity of substitution (σ = 1 corresponds to log

utility), and ψ > 0 determines weight of the disutility of labor. In case of internal habits

we get

VNt =
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ
(−ψ) (1 + ϕ)Nϕ

t

VN =
(
(1− φc)C − ψN1+ϕ

)−σ
(−ψ) (1 + ϕ)Nϕ

VCt =
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ − βφc (Ct+1 − φcCt − ψN1+ϕ
t+1

)−σ
VC = (1− βφc)

(
(1− φc)C − ψN1+ϕ

)−σ
VCtCt = −σ

(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ−1 − βφc (−σ) (−φc)
(
Ct+1 − φcCt − ψN1+ϕ

t+1

)−σ−1

VCC = −σ
(
1 + βφ2

c

) (
(1− φc)C − ψN1+ϕ

)−σ−1

VCtNt = −σ
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ−1
(−ψ) (1 + ϕ)Nϕ

t

VCN = σ
(
(1− φc)C − ψN1+ϕ

)−σ−1
ψ (1 + ϕ)Nϕ

and therefore

MRS =
1 + τ c

1− τn
((1− φc)C − ψN1+ϕ)

−σ
ψ(1 + ϕ)Nϕ

(1− βφc) ((1− φc)C − ψN1+ϕ)−σ
=

1 + τ c

1− τn
ψ(1 + ϕ)Nϕ

(1− βφc)

MRSN =
1 + τ c

1− τn
ψ(1 + ϕ)ϕ

Nϕ−1

(1− βφc)

MRSC = 0
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and

εmrsn =

1+τc

1−τn
ψ(1+ϕ)ϕ
(1−βφc) N

ϕ−1N

1+τc

1−τn
ψ(1+ϕ)
(1−βφc)N

ϕ
= ϕ (C.17)

εmrsc = 0 (C.18)

and therefore

εmrstot = εmrsn . (C.19)

For external habits

VNt =
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ
(−ψ) (1 + ϕ)Nϕ

t

VN =
(
(1− φc)C − ψN1+ϕ

)−σ
(−ψ) (1 + ϕ)Nϕ

VCt =
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ
VC =

(
(1− φc)C − ψN1+ϕ

)−σ
VCtCt = −σ

(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ−1

VCC = −σ
(
(1− φc)C − ψN1+ϕ

)−σ−1

VCtNt = −σ
(
Ct − φcCt−1 − ψN1+ϕ

t

)−σ−1
(−ψ) (1 + ϕ)Nϕ

t

VCN = σ
(
(1− φc)C − ψN1+ϕ

)−σ−1
ψ (1 + ϕ)Nϕ

and therefore

MRS =
1 + τ c

1− τn
((1− φc)C − ψN1+ϕ)

−σ
ψ(1 + ϕ)Nϕ

((1− φc)C − ψN1+ϕ)−σ
=

1 + τ c

1− τn
ψ(1 + ϕ)Nϕ

MRSN =
1 + τ c

1− τn
ψ(1 + ϕ)ϕNϕ−1

MRSC = 0

and

εmrsn =
1+τc

1−τnψ(1 + ϕ)ϕNϕ−1N
1+τc

1−τnψ(1 + ϕ)Nϕ
= ϕ (C.20)

εmrsc = 0 (C.21)

and therefore

εmrstot = εmrsn . (C.22)
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D Welfare

To keep the exposition simple, we in the following abstract from sticky prices. As long

as i) price dispersion/price adjustment costs are 0 in steady state and ii) we consider

an efficient steady state, they could easily be added without affecting the conclusions

derived.30 Without loss of generality, we also omit the preference shocks for notational

brevity.

D.1 SGU framework

In the SGU framework, household members supply the same homogenous labor good to

unions so that the aggregate utility function is given by

USGU =

1∫
0

Ut (j) dj =
C1−σ
t

1− σ
− N1+ϕ

t

1 + ϕ
(D.1)

A second-order Taylor approximation around the deterministic steady state yields

ÛSGU = C−σĈt −
1

2
C−σ−1σĈ2

t −NϕN̂t −
1

2
Nϕ−1ϕN̂2

t . (D.2)

D.1.1 Rotemberg

In a symmetric Rotemberg equilibrium, we can drop all indices j. The aggregate produc-

tion function and the resource constraint are

Yt = AtN
1−α
t (D.3)

Yt = Ct +
φSGUw

2
(Πw

t − 1)2Yt . (D.4)

We can use them to express consumption as a function of production and wage ad-

justment costs:

Ct = AtN
1−α
t

(
1− φSGUw

2
(Πw

t − 1)2

)
(D.5)

30In case nominal rigidities affect the deterministic steady state or a second order approximation to

the model dynamics is required, there would be interaction effects between price and wage rigidities.
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A second-order Taylor expansion yields

Ct − C =N1−α
(

1− φSGUw

2
(Πw − 1)2

)
(At − A) + (1− α)AN−α

(
1− φSGUw

2
(Πw − 1)2

)
(Nt −N)

− AN1−αφSGUw (Πw − 1) (Πw
t − Πw)

+
1

2
2 (1− α)N−α

(
1− φSGUw

2
(Πw − 1)2

)
(Nt −N) (At − A)− 1

2
AN1−αφSGUw (Πw

t − Πw)2

+
1

2
(1− α) (−α)AN−α−1

(
1− φSGUw

2
(Πw − 1)2

)
(Nt −N)2 .

(D.6)

Letting hats denote deviations from steady state, X̂t = Xt − X, and imposing a zero

inflation steady state, we can write hours worked as

N̂t =
1

(1− α)
N−α

[
Ĉt −N1−αÂt − (1− α)N−αN̂t − (1− α)N−αN̂tÂt

+
1

2
α (1− α)N−α−1N̂2

t +
φSGUw

2
C
(

Π̂w
t

)2
]
. (D.7)

Plugging into (D.2) yields

ÛSGU
Rotemberg =C−σĈt −

1

2
C−σ−1σĈ2

t −NϕN̂t −
1

2
Nϕ−1ϕN̂2

t

=C−σĈt −
1

2
C−σ−1σĈ2

t

−Nϕ

 1

(1− α)N−α

 Ĉt −N1−αÂt − (1− α)N−αN̂t − (1− α)N−αN̂tÂt

+
1

2
α (1− α)N−α−1N̂2

t +
φSGUw

2
C
(

Π̂w
t

)2




− 1

2
Nϕ−1ϕN̂2

t

=

(
C−σ − Nϕ

(1− α)N−α

)
Ĉt −

1

2
C−σ−1σĈ2

t

−
(

1

2
Nϕ−1ϕ− Nϕ

(1− α)N−α
1

2
α (1− α)N−α−1

)
N̂2
t

+
NϕNα

(1− α)N−α
Ât +NϕN̂tÂt −

Nϕ

(1− α)N−α
C
φSGUw

2

(
Π̂w
t

)2

.

(D.8)

Note that in an efficient steady state, the linear term in consumption will drop out as

C−σ − Nϕ

(1− α)N−α
= 0 . (D.9)

This is nothing else than the condition that the marginal rate of substitution is equal to

the marginal product of labor. This is the well-known result that with an efficient steady
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state, a linear approximation to the policy functions is sufficient to get a second order

accurate welfare measure. Second order terms from the policy functions plugged into the

second order approximated utility function would result in terms of order higher than

two.

D.1.2 Calvo

In the symmetric Calvo equilibrium, aggregate output and the resource constraint are

given by

Ct = Yt = At

(
Nt

Swt

)1−α

, (D.10)

where we aggregated over labor services:

Nt ≡
1∫

0

N j
t dj =

1∫
0

(
W j
t

Wt

)−εw
Nd
t dj = Nd

t

1∫
0

(
W j
t

Wt

)−εw
dj . (D.11)

Defining the auxiliary variable SWt ≡
1∫
0

(
W j
t

Wt

)−εw
dj, which captures wage dispersion,

implies

Nd
t =

Nt

SWt
. (D.12)

A second order approximation to (D.10) yields

Ĉt =

(
N

Sw

)1−α

(At − A) +
(1− α)AN−α

(Sw)1−α (Nt −N)− (1− α)AN1−α(Sw)−(1−α)−1 (Swt − Sw)

+
1

2
2


(1− α)N−α

(Sw)1−α (Nt −N) (At − A)−N1−α(Sw)−(1−α)−1 (Swt − Sw) (At − A)

− (1− α) (− (1− α))AN−α(Sw)−(1−α)−1 (Swt − Sw) (Nt −N)



+
1

2

AN1−α (− (1− α) (− (1− α)− 1)) (Sw)−(1−α)−2(Swt − Sw)2

+ (1− α) (−α)A
N−α−1

(Sw)1−α (Nt −N)2


+
[
(1− α)N−αN̂tÂt −N1−αŜwt Ât − (1− α) (− (1− α))N−αŜwt N̂t

]
− (− (1− α) (− (1− α)− 1))N1−α

(
Ŝwt

)2

+
1

2
α (α− 1)Nα−2N̂2

t ,

(D.13)

where the second equality uses that in steady state A = 1 and Swt = 1. We will show

below that Ŝwt = 0 up to first order, so that

N̂t =
1

(1− α)N−α

 Ĉt + (1− α)CŜwt −N1−αÂt − (1− α)N−αN̂t

− (1− α)N−αN̂tÂt +
1

2
α (1− α)N−α−1N̂2

t

 . (D.14)
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Plugging this into the approximated felicity function (D.2) yields

ÛSGU
Calvo =C−σĈt −

1

2
C−σ−1σĈ2

t −Nϕ

 1

(1− α)N−α

 Ĉt + (1− α)CŜwt −N1−αÂt − (1− α)N−αN̂t

− (1− α)N−αN̂tÂt +
1

2
α (1− α)N−α−1N̂2

t




− 1

2
Nϕ−1ϕN̂2

t

=

(
C−σ − Nϕ

(1− α)N−α

)
Ĉt −

1

2
C−σ−1σĈ2

t

−
(

1

2
Nϕ−1ϕ− Nϕ

(1− α)N−α
1

2
α (1− α)N−α−1

)
N̂2
t

+
NϕNα

(1− α)N−α
Ât +NϕN̂tÂt −

Nϕ

(1− α)N−α
(1− α)CŜwt .

(D.15)

Next, consider the law of motion for the wage dispersion term Swt :

SWt =

1∫
0

(
W j
t

Wt

)−εw
dj = (1− θ)

(
W ∗
t

Wt

)−εw
+ θ

1∫
0

(
W j
t−1

Wt

)−εw
dj

= (1− θ)
(
W ∗
t

Wt

)−εw
+ θ

(
Wt−1

Wt

)−εw 1∫
0

(
W j
t−1

Wt−1

)−εw
dj

= (1− θ) (Πw∗
t )−εw + θ

(
Wt−1

Wt

)−εw
SWt−1

= (1− θ) (Πw∗
t )−εw + θ (Πw

t )εw SWt−1 . (D.16)

A second order Taylor approximation yields

ŜWt = (1− θw) (−εw) (Πw∗
t )−εw−1 (Πw∗

t − Πw∗) + εwθw(Πw)εw−1SW (Πw
t − Πw) + θw(Πw

t )εw
(
SWt − Sw

)
+

1

2

 (1− θw) (−εw) (−εw − 1) (Πw∗
t )−εw−2(Πw∗

t − Πw∗)2

+εw (εw − 1) θw(Πw
t )εw−2SW (Πw

t − Πw)2


+ εwθw(Πw)εw−1 (Πw

t − Πw)
(
SWt−1 − Sw

)
= (1− θw) (−εw) (Πw∗

t − Πw∗) + εwθw (Πw
t − Πw) + θw

(
SWt−1 − Sw

)
+

1

2

[
(1− θw) εw (εw + 1) (Πw∗

t − Πw∗)2 + εw (εw − 1) θw(Πw
t − Πw)2]

+ εwθw (Πw
t − Πw)

(
SWt−1 − Sw

)
=εw (θw (Πw

t − Πw)− (1− θw) (Πw∗
t − Πw∗)) + θw

(
SWt−1 − Sw

)
+

1

2

[
(1− θw) εw (εw + 1) (Πw∗

t − Πw∗)2 + εw (εw − 1) θw(Πw
t − Πw)2]

+ εwθw (Πw
t − Πw)

(
SWt−1 − Sw

)
,

(D.17)
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where we again imposed a zero inflation steady state. The evolution of wages is given by

Wt =
[
(1− θw) (W ∗

t )1−εw + θwW
1−εw
t−1

] 1
1−εw (D.18)

so that

1 = (1− θw) (Πw∗
t )1−εw + θw(Πw

t )εw−1 . (D.19)

A first order approximation yields

0 = (1− θw) (1− εw) (Πw∗
t )−εw (Πw∗

t − Πw∗) + θw (εw − 1) (Πw)εw−2 (Πw
t − Πw) (D.20)

so that

θw (Πw
t − Πw) = (1− θw) (Πw∗

t − Πw∗) , (D.21)

which implies (
θw

(1− θw)

)2

(Πw
t − Πw)2 = (Πw∗

t − Πw∗)2 (D.22)

A second-order approximation of (D.19) yields

0 = (1− θw) (1− εw) (Πw∗
t )−εw (Πw∗

t − Πw∗) + θw (εw − 1) (Πw)εw−2 (Πw
t − Πw)

+
1

2

 (1− θw) (1− εw) (−εw) (Πw∗
t )−εw−1(Πw∗

t − Πw∗)2

+θw (εw − 1) (εw − 2) (Πw)εw−3(Πw
t − Πw)2


= (1− θw) (Πw∗

t − Πw∗)− θw (Πw
t − Πw)

+
1

2

[
(1− θw) (−εw) (Πw∗

t − Πw∗)2 − θw (εw − 2) (Πw
t − Πw)2]

(D.23)

so that

θw (Πw
t − Πw)− (1− θw) (Πw∗

t − Πw∗)

=
1

2

[
(1− θw) (−εw) (Πw∗

t − Πw∗)2 − θw (εw − 2) (Πw
t − Πw)2] . (D.24)

Inserting into (D.17), we get:

ŜWt =
1

2
εw
[
(1− θw) (−εw) (Πw∗

t − Πw∗)2 − θw (εw − 2) (Πw
t − Πw)2]+ θw

(
SWt−1 − Sw

)
+

1

2

[
(1− θw) εw (εw + 1) (Πw∗

t − Πw∗)2 + εw (εw − 1) θw(Πw
t − Πw)2]

+ εwθw (Πw
t − Πw)

(
SWt−1 − Sw

)
.

(D.25)

This shows the well-known result that ŜWt is 0 up to first order in a zero inflation steady

state. Thus, up to second order, we can drop the last term as it is of third order. Now
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we can use (D.22) to get

ŜWt =θw
(
SWt−1 − Sw

)
+

1

2
εw

[
(1− θw) (−εw)

(
θw

(1− θw)

)2

(Πw
t − Πw)2 − θw (εw − 2) (Πw

t − Πw)2

]

+
1

2

[
(1− θw) εw (εw + 1)

(
θw

(1− θw)

)2

(Πw
t − Πw)2 + εw (εw − 1) θw(Πw

t − Πw)2

]

=θw
(
SWt−1 − Sw

)
+

1

2

 (1− θw)

(
θw

(1− θw)

)2

(Πw
t − Πw)2 (−ε2

w + ε2
w + εw

)
−θw(Πw

t − Πw)2 (−ε2
w − 2εw + ε2

w − εw
)


=θw

(
SWt−1 − Sw

)
+

1

2

[
θ2
w

(1− θw)
(Πw

t − Πw)2εw + θw(Πw
t − Πw)2εw

]
=θw

(
SWt−1 − Sw

)
+

1

2
εwθw

[
θw

(1− θw)
+ 1

]
(Πw

t − Πw)2

=θw
(
SWt−1 − Sw

)
+

1

2
εwθw

[
θw

(1− θw)
+

(1− θw)

(1− θw)

]
(Πw

t − Πw)2

=θw
(
SWt−1 − Sw

)
+

1

2

εwθw
1− θw

(Πw
t − Πw)2

=θwŜ
W
t−1 +

1

2

εwθw
1− θw

(
Π̂w
t

)2

.

(D.26)

Iterating this equation forward from time t0 onwards yields

ŜWt0 =θwŜ
W
t0−1 +

1

2

εwθw
1− θw

(
Π̂w
t0

)2

ŜWt0+1 =θw

(
θwŜ

W
t0−1 +

1

2

εwθw
1− θw

(
Π̂w
t0

)2
)

+
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2

ŜWt0+2 =

(
θw

(
θwŜ

W
t0−1 +

1

2

εwθw
1− θw

(
Π̂w
t0

)2
)

+
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2
)

+
1

2

εwθw
1− θw

(
Π̂w
t0+2

)2

(D.27)
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so that the discounted sum is given by

∞∑
t=t0

βt−t0ŜWt

=
∞∑
t=t0

(βθw)t−t0
(

1

2

εwθw
1− θw

(
Π̂w
t0

)2

+ θwŜ
W
t0−1

)
+

∞∑
t=t0+1

βt−t0θt−t0+1
w

(
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2
)

+ . . .

=
∞∑
t=t0

(βθw)t−t0θwŜ
W
t0−1 +

(
1

2

εwθw
1− θw

(
Π̂w
t0

)2
) ∞∑
t=t0

(βθw)t−t0

+

(
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2
) ∞∑
t=t0+1

(βθw)t−t0θw + . . .

=
θw

1− βθw
ŜWt0−1 +

(
1

2

εwθw
1− θw

(
Π̂w
t0

)2
)

1

1− βθw
+

(
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2
)

β

1− βθw
+ . . .

=
θw

1− βθw
ŜWt0−1 +

1

1− βθw

[(
1

2

εwθw
1− θw

(
Π̂w
t0

)2
)

+

(
1

2

εwθw
1− θw

(
Π̂w
t0+1

)2
)
β + . . .

]
=

θw
1− βθw

ŜWt0−1 +
1

1− βθw

∞∑
t=t0

βt−t0
(

1

2

εwθw
1− θw

(
Π̂w
t

)2
)

=
θw

1− βθw
ŜWt0−1 +

∞∑
t=t0

βt−t0
1

2

(
εwθw

(1− βθw) (1− θw)

(
Π̂w
t

)2
)
.

(D.28)

D.2 Comparison

Comparing welfare under Calvo (D.15) and Rotemberg (D.8) shows the difference is given

by

∆USGU =ÛSGU
Calvo − ÛSGU

Rotemberg

=
Nϕ

(1− α)N−α
C
φSGUw

2

(
Π̂w
t

)2

− Nϕ

(1− α)N−α
(1− α)CŜwt

=
Nϕ

(1− α)N−α
C

(
φSGUw

2

(
Π̂w
t

)2

− (1− α)Ŝwt

)
. (D.29)

Using (D.28) and
NϕC

(1− α)N−α
=

NϕN1−α

(1− α)N−α
=

N1+ϕ

(1− α)
, (D.30)
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we can write the welfare difference as

∞∑
t=t0

βt−t0∆USGU

=
N1+ϕ

(1− α)

∞∑
t=t0

βt−t0
(
φSGUw

2

(
Π̂w
t

)2

− (1− α) Ŝwt

)

=
N1+ϕ

(1− α)


∞∑
t=t0

βt−t0
φSGUw

2

(
Π̂w
t

)2

− (1− α)
θw

1− βθw
ŜWt0−1

− (1− α)
∞∑
t=t0

βt−t0
1

2

(
εwθw

(1− βθw) (1− θw)

(
Π̂w
t

)2
)


=
N1+ϕ

(1− α)

[
− (1− α)

θw
1− βθw

ŜWt0−1 +
∞∑
t=t0

βt−t0
1

2

(
φSGUw − (1− α)

εwθw
(1− βθw) (1− θw)

)(
Π̂w
t

)2
]
.

(D.31)

Assuming that initial price dispersion is 0, i.e. ŜWt0−1 = 0, this simplifies to

∞∑
t=t0

βt−t0∆USGU =
N1+ϕ

(1− α)

∞∑
t=t0

βt−t0
1

2

(
φSGUw − (1− α)

εwθw
(1− βθw) (1− θw)

)(
Π̂w
t

)2

=
N1+ϕ

(1− α)

∞∑
t=t0

βt−t0
1

2

(
(εw − 1) (1− τn)ℵ
(1− θw) (1− βθw)

θw − (1− α)
εwθw

(1− βθw) (1− θw)

)(
Π̂w
t

)2

=N1+ϕ

∞∑
t=t0

βt−t0
1

2

(
(εw − 1) (1− τn)ℵ

(1− α) (1− θw) (1− βθw)
θw −

εwθw
(1− βθw) (1− θw)

)(
Π̂w
t

)2

,

(D.32)

where the second line uses that the slope of the wage Phillips Curve is identical with

φSGUw =
(εw − 1) (1− τn)ℵ
(1− θw) (1− βθw)

θw (D.33)

With ℵ = (1− α) and (1− τn) = εw
(εw−1)

, i.e. if the monopolistic distortion is counteracted

by appropriate subsidies:

∞∑
t=t0

βt−t0∆USGU = N1+ϕ

∞∑
t=t0

βt−t0
1

2

(
εwθw

(1− θw) (1− βθw)
− εwθw

(1− βθw) (1− θw)

)(
Π̂w
t

)2

= 0.

(D.34)

Thus, in the case of an undistorted steady state, i.e. when the labor tax undoes the

effect of monopolistic competition, the welfare losses conditional on initial wage dispersion

being 0 are identical between the Rotemberg and Calvo frameworks. This completes the

proof of Proposition 2 for the SGU framework.
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Finally, consider unconditional welfare. Taking the unconditional expectations of

equation (D.26) we get

EŜWt = EθwŜ
W
t−1 +

1

2

εwθw
1− θw

E
(

Π̂w
t

)2

(D.35)

so that the unconditional mean of the price dispersion term is given by:

EŜWt =
1

2

εwθw

(1− θw)2E
(

Π̂w
t

)2

. (D.36)

Hence, the average wage dispersion in the stochastic model is not 0. Taking the uncon-

ditional expectations in (D.31) and using the previous result, we obtain:

E

∞∑
t=t0

βt−t0∆USGU =
N1+ϕ

(1− α)


− (1− α)

θw
1− βθw

EŜWt0−1

+
∞∑
t=t0

βt−t0
1

2

(
φSGUw − (1− α)

εwθw
(1− βθw) (1− θw)

)
E
(

Π̂w
t

)2



=
N1+ϕ

(1− α)

− (1− α)
θw

1− βθw
1

2

εwθw

(1− θw)2E
(

Π̂w
t

)2

+
1

2

(
− (1− α)

εwθw
(1− βθw) (1− θw)

)
1

1− β
E
(

Π̂w
t

)2



=
1

2

N1+ϕ

(1− α)

φSGUw − (1− α)
εwθw

(1− βθw) (1− θw)

− (1− β) (1− α)
θw

1− βθw
εwθw

(1− θw)2

 1

1− β
E
(

Π̂w
t

)2

.

(D.37)

Again imposing identical wage PC slopes via (D.33), we get

E

∞∑
t=t0

βt−t0∆USGU =
1

2

N1+ϕ

(1− α)
φSGUw

 1− (1− α) εw
(εw − 1)ℵ (1− τn)

−(1− β) (1− α) θw
(1− θw)

(1− α) εw
(εw − 1)ℵ (1− τn)

 1

1− β
E
(

Π̂w
t

)2

.

(D.38)

With an undistorted steady state characterized by ℵ = (1− α) and (1− τn) = εw
(εw−1)

:
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E
∞∑
t=t0

βt−t0∆USGU

=
1

2

N1+ϕ

(1− α)
φSGUw

(
1− (1− α) εw

(εw − 1)ℵ (1− τn)
− (1− β) (1− α) θw

(1− θw)

(1− α) εw
(εw − 1)ℵ (1− τn)

)
1

1− β
E
(

Π̂w
t

)2

=
1

2

N1+ϕ

(1− α)
φSGUw

(
−(1− β) (1− α) θw

(1− θw)

)
1

1− β
E
(

Π̂w
t

)2

=
1

2
N1+ϕφSGUw

(
−(1− β) θw

(1− θw)

)
1

1− β
E
(

Π̂w
t

)2

.

(D.39)

Noting that

1− 1− βθw
1− θw

=
1− θw
1− θw

− 1− βθw
1− θw

=
−θw + βθw

1− θw
=
−θw (1− β)

1− θw
, (D.40)

we get that

E
∞∑
t=t0

βt−t0∆USGU =
1

2
N1+ϕφSGUw

(
1− 1− βθw

1− θw

)
1

1− β
E
(

Π̂w
t

)2

< 0 . (D.41)

Hence, Calvo wage setting is associated with higher unconditional welfare losses. This

completes the proof of Proposition 3for the SGU case.

D.3 EHL

In the EHL case, workers supply differentiated goods, which complicates aggregation in

the Calvo case. In the symmetric Rotemberg equilibrium, the aggregate felicity function

is still

UEHL
Rotemberg =

1∫
0

Ut (j) dj =
C1−σ
t − 1

1− σ
− N1+ϕ

t

1 + ϕ
= USGU

Rotemberg (D.42)
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Aggregation in the Calvo case is more involved. We obtain

UEHL
Calvo =

1∫
0

(
Cj
t

)1−σ − 1

1− σ
−
(
N j
t

)1+ϕ

1 + ϕ
dj

=
C1−σ
t − 1

1− σ
−

1∫
0

((
N j
t

)1+ϕ

1 + ϕ

)
dj

=
C1−σ
t − 1

1− σ
−

1∫
0


((

W j
t

Wt

)−ε
Nd
t

)1+ϕ

1 + ϕ

 dj

=
C1−σ
t − 1

1− σ
−
(
Nd
t

)1+ϕ

1 + ϕ

1∫
0

((
W j
t

Wt

)−ε)1+ϕ

dj

=
C1−σ
t − 1

1− σ
−
(
Nd
t

)1+ϕ

1 + ϕ

1∫
0

(
W j
t

Wt

)−ε(1+ϕ)

dj

=

(
C1−σ
t − 1

1− σ
−
(
Nd
t

)1+ϕ

1 + ϕ
XW
t

)

=
C1−σ
t − 1

1− σ
−

(
Nt
SWt

)1+ϕ

1 + ϕ
XW
t , (D.43)

where the second equality uses the complete markets assumption and where the auxiliary

variable XW
t has the recursive representation

XW
t ≡

1∫
0

(
W j
t

Wt

)−εw(1+ϕ)

dj = (1− θ)
(
W ∗
t

Wt

)−εw(1+ϕ)

+ θ

1∫
0

(
W j
t−1

Wt

)−εw(1+ϕ)

dj

= (1− θ)
(
W ∗
t

Wt

)−εw(1+ϕ)

+ θ

(
Wt−1

Wt

)−εw 1∫
0

(
W j
t−1

Wt−1

)−εw(1+ϕ)

dj

= (1− θ) (Πw∗
t )−εw(1+ϕ) + θ

(
Wt−1

Wt

)−εw(1+ϕ)

XW
t−1

= (1− θ) (Πw∗
t )−εw(1+ϕ) + θ(Πw

t )εw(1+ϕ)XW
t−1 , (D.44)
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Thus, compared to the Rotemberg case in (D.42), the disutility of labor term is different.

A second-order approximation to the disutility of labor term yields(
Nt
SWt

)1+ϕ

1 + ϕ
XW
t ≈

N1+ϕ

1 + ϕ
+

Nϕ

(SW )1+ϕX
W (Nt −N)−N1+ϕ

(
SW
)−(1+ϕ)−1

XW
(
SWt − SW

)
+

1

2

XW

(SW )1+ϕN
ϕ−1ϕ(Nt −N)2 +

(
N
SW

)1+ϕ

1 + ϕ

(
XW
t −XW

)
=
N1+ϕ

1 + ϕ
+NϕN̂t −N1+ϕŜWt +

1

2
Nϕ−1ϕN̂2

t +
N1+ϕ

1 + ϕ
X̂W
t ,

(D.45)

where we used that the dispersion terms Ŝwt and X̂w
t are 0 up to first order, as we will

show below. As the resource constraint and the production function are the same as in

the SGU case, we get

ÛEHL
Calvo =C−σĈt −

1

2
C−σ−1σĈ2

t −NϕN̂t +N1+ϕ
(
SWt − SW

)
− 1

2
Nϕ−1ϕN̂2

t −
N1+ϕ

1 + ϕ

(
XW
t −XW

)
=C−σĈt −

1

2
C−σ−1σĈ2

t −Nϕ

 1

(1− α)N−α

 Ĉt + (1− α)CŜwt −N1−αÂt − (1− α)N−αN̂t

− (1− α)N−αN̂tÂt +
1

2
α (1− α)N−α−1N̂2

t




+N1+ϕ
(
SWt − SW

)
− 1

2
Nϕ−1ϕN̂2

t −
N1+ϕ

1 + ϕ

(
XW
t −XW

)
=

(
C−σ − Nϕ

(1− α)N−α

)
Ĉt −

1

2
C−σ−1σĈ2

t −
(

1

2
Nϕ−1ϕ− Nϕ

(1− α)N−α
1

2
α (1− α)N−α−1

)
N̂2
t

+
NϕNα

(1− α)N−α
Ât +NϕN̂tÂt −

(
Nϕ

N−α
C −N1+ϕ

)
Ŝwt −

N1+ϕ

1 + ϕ
X̂W
t .

(D.46)

Thus, the period utility difference between Calvo and Rotemberg is given by

ÛEHL
Calvo − ÛEHL

Rotemberg =
Nϕ

(1− α)N−α
C
φEHLw

2

(
Π̂w
t

)2

+

(
Nϕ

N−α
C −N1+ϕ

)
Ŝwt −

N1+ϕ

1 + ϕ
X̂W
t

=
Nϕ

(1− α)N−α
C

(
φEHLw

2

(
Π̂w
t

)2

− (1− α) Ŝwt

)
+N1+ϕ

(
Ŝwt −

1

1 + ϕ
X̂W
t

)
.

(D.47)

As in steady state
NϕC

(1− α)N−α
=

NϕN1−α

(1− α)N−α
=

N1+ϕ

(1− α)
(D.48)

we can simplify the welfare loss to

∆UEHL = ÛEHL
Calvo − ÛEHL

Rotemberg =
N1+ϕ

(1− α)

(
φEHLw

2

(
Π̂w
t

)2

− (1− α)

1 + ϕ
X̂W
t

)
. (D.49)
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The derivation of the second-order approximation to the auxiliary variable

XW
t = (1− θW ) (Πw∗

t )−εw(1+ϕ) + θW (Πw
t )εw(1+ϕ)XW

t−1 (D.50)

follows the lines of the one for Swt . A second-order approximation yields:

X̂W
t = (1− θw)(−εw (1 + ϕ))(Πw∗

t )−εw(1+ϕ)−1(Πw∗
t −Πw∗) + εw (1 + ϕ) θw(Πw)εw(1+ϕ)−1XW (Πw

t − Πw)

+ θw(Πw
t )εw(1+ϕ) (XW

t−1 −Xw
)

+
1

2

 (1− θw) (−εw (1 + ϕ)) (−εw (1 + ϕ)− 1) (Πw∗
t )−εw(1+ϕ)−2(Πw∗

t − Πw∗)2

+εw (1 + ϕ) (εw (1 + ϕ)− 1) θw(Πw
t )εw(1+ϕ)−2XW (Πw

t − Πw)2


+ εw (1 + ϕ) θw(Πw)εw(1+ϕ)−1 (Πw

t − Πw)
(
XW
t−1 −Xw

)
= (1− θw) (−εw (1 + ϕ)) (Πw∗

t − Πw∗) + εw (1 + ϕ) θw (Πw
t − Πw) + θw

(
XW
t−1 −Xw

)
+

1

2

 (1− θw) εw (1 + ϕ) (εw (1 + ϕ) + 1) (Πw∗
t − Πw∗)2

+εw (1 + ϕ) (εw (1 + ϕ)− 1) θw(Πw
t − Πw)2


+ εw (1 + ϕ) θw (Πw

t − Πw)
(
XW
t−1 −Xw

)
=εw (1 + ϕ) (θw (Πw

t − Πw)− (1− θw) (Πw∗
t − Πw∗)) + θw

(
XW
t−1 −Xw

)
+

1

2

 (1− θw) εw (1 + ϕ) (εw (1 + ϕ) + 1) (Πw∗
t − Πw∗)2

+εw (1 + ϕ) (εw (1 + ϕ)− 1) θw(Πw
t − Πw)2


+ εw (1 + ϕ) θw (Πw

t − Πw)
(
XW
t−1 −Xw

)
.

(D.51)

We already know that

θw (Πw
t − Πw)−(1− θw) (Πw∗

t − Πw∗) =
1

2

[
(1− θw) (−εw) (Πw∗

t − Πw∗)2 − θw (εw − 2) (Πw
t − Πw)2] ,

(D.24)

so that

X̂W
t =

1

2
εw (1 + ϕ)

[
(1− θw) (−εw) (Πw∗

t − Πw∗)2 − θw (εw − 2) (Πw
t − Πw)2]

+ θw
(
XW
t−1 −Xw

)
+

1

2

 (1− θw) εw (1 + ϕ) (εw (1 + ϕ) + 1) (Πw∗
t − Πw∗)2

+εw (1 + ϕ) (εw (1 + ϕ)− 1) θw(Πw
t − Πw)2


+ εw (1 + ϕ) θw (Πw

t − Πw)
(
XW
t−1 −Xw

)
. (D.52)
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Like SWt , the dispersion related term X̂W
t is zero up to first order. For that reason, we

can immediately drop the last term in the previous equation as being third order. Using(
θw

(1− θw)

)2

(Πw
t − Πw)2 = (Πw∗

t − Πw∗)2 (D.22)

we obtain:

X̂W
t =

1

2
εw (1 + ϕ)

 (1− θw) (−εw)

(
θw

(1− θw)

)2(
Π̂w
t

)2

−θw (εw − 2)
(

Π̂w
t

)2

+ θw
(
XW
t−1 −Xw

)

+
1

2

 (1− θw) εw (1 + ϕ) (εw (1 + ϕ) + 1)

(
θw

(1− θw)

)2(
Π̂w
t

)2

+εw (1 + ϕ) (εw (1 + ϕ)− 1) θw

(
Π̂w
t

)2



=θw
(
XW
t−1 −Xw

)
+

1

2
(1 + ϕ)

 (1− θw)

(
θw

(1− θw)

)2(
Π̂w
t

)2 (
−ε2

w + ε2
w (1 + ϕ) + εw

)
−θw

(
Π̂w
t

)2 (
−ε2

w − 2εw + ε2
w (1 + ϕ)− εw

)


=θw
(
XW
t−1 −Xw

)
+

1

2
(1 + ϕ)


θ2
w

(1− θw)

(
Π̂w
t

)2

(εw (1 + ϕεw))

+θw

(
Π̂w
t

)2

(εw (1 + ϕεw))


=θw

(
XW
t−1 −Xw

)
+

1

2
(εw (1 + ϕεw)) θw (1 + ϕ)

[
θw

(1− θw)
+ 1

](
Π̂w
t

)2

=θw
(
XW
t−1 −Xw

)
+

1

2
(εw (1 + ϕεw)) θw (1 + ϕ)

[
θw

(1− θw)
+

(1− θw)

(1− θw)

](
Π̂w
t

)2

=θw
(
XW
t−1 −Xw

)
+

1

2
(1 + ϕ)

(εw (1 + ϕεw)) θw
1− θw

(
Π̂w
t

)2

(D.53)

Analogous to (D.28), the discounted sum of the auxiliary price dispersion term is given

by

∞∑
t=t0

βt−t0X̂W
t =

θw
1− βθw

X̂W
t0−1 +

∞∑
t=t0

βt−t0
1

2

(
(1 + ϕ) (εw (1 + ϕεw)) θw

(1− βθw) (1− θw)

(
Π̂w
t

)2
)
. (D.54)

The present discounted welfare loss then follows as:

∞∑
t=t0

βt−t0∆UEHL =
N1+ϕ

(1− α)

∞∑
t=t0

βt−t0
(
φEHLw

2

(
Π̂w
t

)2

− (1− α)

1 + ϕ
X̂W
t

)

=
N1+ϕ

(1− α)

[
− θw

1− βθw
X̂W
t0−1 +

∞∑
t=t0

βt−t0
1

2

(
φEHLw − (1− α)

1 + ϕ

(1 + ϕ) (εw (1 + ϕεw)) θw
(1− βθw) (1− θw)

)(
Π̂w
t

)2
]
.

(D.55)
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Conditional on initial wage dispersion being 0 so that X̂W
t0−1 = 0, we get the conditional

welfare difference as:

Et

∞∑
t=t0

βt−t0∆UEHL

=
N1+ϕ

(1− α)
Et

∞∑
t=t0

βt−t0
(
φEHLw

2

(
Π̂w
t

)2

− (1− α)

1 + ϕ
X̂W
t

)

=
N1+ϕ

(1− α)

[
∞∑
t=t0

βt−t0
1

2

(
φEHLw − (1− α)

1 + ϕ

(1 + ϕ) (εw (1 + ϕεw)) θw
(1− βθw) (1− θw)

)
Et

(
Π̂w
t

)2
]

=
N1+ϕ

(1− α)

[
∞∑
t=t0

βt−t0
1

2

(
φEHLw − (1− α) (εw (1 + ϕεw)) θw

(1− βθw) (1− θw)

)
Et

(
Π̂w
t

)2
]

= N1+ϕ

[
∞∑
t=t0

βt−t0
1

2

(
(εw − 1) θw (1− τn)ℵ (1 + ϕεw)

(1− α) (1− θw) (1− βθw)
− εw (1 + ϕεw) θw

(1− βθw) (1− θw)

)
Et

(
Π̂w
t

)2
]
,

(D.56)

where the last line imposes identical slopes of the wage PC via:

φEHLw =
(εw − 1) θw (1− τn)ℵ (1 + ϕεw)

(1− θw) (1− βθw)
. (D.57)

In an undistorted steady state with ℵ = (1− α) and (1− τn) = εw
(εw−1)

:

Et

∞∑
t=t0

βt−t0∆UEHL = N1+ϕ

{
∞∑
t=t0

βt−t0
1

2

(
εwθw (1 + ϕεw)

(1− θw) (1− βθw)
− εwθw (1 + ϕεw)

(1− βθw) (1− θw)

)
Et

(
Π̂w
t

)2
}

= 0.

(D.58)

This completes the proof of Proposition 2 for the EHL framework.

Finally, consider unconditional welfare. Taking the unconditional expectations of

equation (D.53) we get

EX̂W
t = θwX̂

W
t−1 +

1

2
(1 + ϕ)

(εw (1 + ϕεw)) θw
1− θw

E
(

Π̂w
t

)2

(D.59)

so that the unconditional mean of the auxiliary price dispersion term is given by:

EX̂W
t =

1

2
(1 + ϕ)

(εw (1 + ϕεw)) θw

(1− θw)2 E
(

Π̂w
t

)2

. (D.60)
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Taking the unconditional expectations in (D.55) and using the previous result, we obtain:

E
∞∑
t=t0

βt−t0∆UEHL

=
N1+ϕ

(1− α)

[
∞∑
t=t0

βt−t0
1

2

(
φEHLw − (1− α)

(εw (1 + ϕεw)) θw
(1− βθw) (1− θw)

)
E
(

Π̂w
t

)2

− (1− α)

1 + ϕ

θw
1− βθw

EX̂W
t0−1

]

=
N1+ϕ

(1− α)


1

2

(
φEHLw − (1− α)

(εw (1 + ϕεw)) θw
(1− βθw) (1− θw)

)
E
(

Π̂w
t

)2 1

1− β

−(1− α)

1 + ϕ

θw
1− βθw

1

2
(1 + ϕ)

(εw (1 + ϕεw)) θw

(1− θw)2 E
(

Π̂w
t

)2


=

1

2

N1+ϕ

(1− α)

[
φEHLw − (1− α)

(εw (1 + ϕεw)) θw
(1− βθw) (1− θw)

− (1− β) (1− α)
θw

1− βθw
(εw (1 + ϕεw)) θw

(1− θw)2

]
.

(D.61)

Again imposing identical slopes of the wage Phillips curves, we get:

E
∞∑
t=t0

βt−t0∆WEHL =
1

2

N1+ϕ

(1− α)
φEHLw

 1− (1− α) εw
(εw − 1)ℵ (1− τn)

−(1− β) (1− α) θw
(1− θw)

(1− α) εw
(εw − 1)ℵ (1− τn)

 1

1− β
E
(

Π̂w
t

)2

(D.62)

In an undistorted steady state with ℵ = (1− α) and (1− τn) = εw
(εw−1)

:

E
∞∑
t=t0

βt−t0∆UEHL =
1

2

N1+ϕ

(1− α)
φEHLw

 1− (1− α) εw
(εw − 1)ℵ (1− τn)

−(1− β) (1− α) θw
(1− θw)

(1− α) εw
(εw − 1)ℵ (1− τn)

 1

1− β
E
(

Π̂w
t

)2

=
1

2

N1+ϕ

(1− α)
φEHLw

(
−(1− β) (1− α) θw

(1− θw)

)
1

1− β
E
(

Π̂w
t

)2

=
1

2
N1+ϕφEHLw

(
−(1− β) θw

(1− θw)

)
1

1− β
E
(

Π̂w
t

)2

.

(D.63)

Again using (D.40) it follows that:

E

∞∑
t=t0

βt−t0∆UEHL =
1

2
N1+ϕφEHLw

(
1− 1− βθw

1− θw

)
1

1− β
E
(

Π̂w
t

)2

< 0 (D.64)

Thus, Calvo wage setting is associated with higher unconditional welfare losses. This

completes the proof of Proposition 3 for the SGU case.
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D.4 Comparison SGU/EHL with efficient steady state

The previous sections have compared Calvo and Rotemberg wage setting in the SGU

and EHL setup, respectively, for a given amount for wage stickiness as measured by the

Calvo wage setting parameter. But for a given Calvo wage setting parameter, the EHL

and SGU setups produce very different slopes of the wage Phillips Curve, implying that

amount of wage inflation variability will differ across the two insurance scheme. Thus, to

make the EHL and SGU frameworks comparable, we need to fix the slope of the Wage

Phillips Curve at the same level by setting the respective Calvo parameters to satisfy

φw = φEHLw =
(εw − 1) θEHLw (1− τn)ℵ (1 + ϕεw)

(1− θEHLw ) (1− βθEHLw )
=

(εw − 1) θSGUw (1− τn)ℵ
(1− θSGUw ) (1− βθSGUw )

= φSGUw .

(D.65)

This in turn implies that θEHLw < θSGUw . Put differently, the slope of the wage Phillips

Curve under Calvo wage setting is steeper in the EHL than in the SGU framework for a

given amount of Calvo wage stickiness. In order to keep the slope of the Wage Phillips

Curve the same, the EHL setup requires a lower degree of Calvo wage stickiness. The

difference in unconditional welfare between the SGU and the EHL case under identical

slopes of the Wage Phillips Curve then follows from (D.41) and (D.64) as

E
∞∑
t=t0

βt−t0∆USGU − E
∞∑
t=t0

βt−t0∆UEHL

=
1

2
N1+ϕ φw

1− β

(
1− 1− βθSGUw

1− θSGUw

−
(

1− 1− βθEHLw

1− θEHLw

))
E
(

Π̂w
t

)2

=
1

2
N1+ϕ φw

1− β

(
1− βθEHLw

1− θEHLw

− 1− βθSGUw

1− θSGUw

)
E
(

Π̂w
t

)2

< 0 , (D.66)

where we used that inflation variability is the same in both setups with φw = φEHLw =

φSGUw and that θEHLw < θSGUw . This proves Proposition 4
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Table 7: Model moments from the Gaĺı (2015), Chapter 6 model

Strict Targeting Flexible Targeting

Price Wage Comp. Price Wage Comp.

Technology Shock

σ(πp) 0.000 0.135 0.123 0.298 0.243 0.246

σ(πw) 0.266 0.000 0.021 0.238 0.165 0.169

σ(ỹ) 3.417 0.204 0.000 0.848 1.183 1.113

Demand Shock

σ(πp) 0.000 0.000 0.000 0.026 0.041 0.038

σ(πw) 0.000 0.000 0.000 0.054 0.066 0.064

σ(ỹ) 0.000 0.000 0.000 1.082 1.054 1.061

Table 7: Notes: Displayed are the variance of log price inflation πp, log wage inflation πw, and of the

log output gap ỹ. Numbers have been multiplied by 100.

73


