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<HA>A simulation study with the BIA+ model<X>

<Insert Figure 1 about here>

The Bilingual Interactive Activation Plus (BIA+) model of bilingual word recognition (Dijkstra & van Heuven, 2002) is an extension of the Interactive Activation model by McClelland and Rumelhart (1981). The model consists of a network of nodes representing orthographic, phonological and semantic representations, as well as representations for language membership (see Figure 1). The orthographic part of the model is implemented and consists of sublexical representations, such as features and letters, and lexical representations (for words). Apart from providing a theoretical framework for the interpretation of numerous empirical studies, the BIA+ model has successfully simulated neighborhood density effects, L2-proficiency differences, previous item effects and interlingual homograph effects (see Dijkstra & van Heuven, 2002, for a review). 

The simulations of the two masked priming studies are done using this implemented orthographic part of the BIA+ model (Dijkstra & van Heuven, 2002), which is identical to the BIA model without language nodes (Dijkstra & van Heuven, 1998; van Heuven et al., 1998).

For each experiment, we conducted simulations of three types to investigate these possibilities: simulations in which target word repetition: (a) affected only the resting level activation of the target word; (b) affected only the resting level activation of the prime, which is the most active neighbor of the target; and (c) affected the resting level activations of both target and prime. 

<HB>Method<X>

Simulations of the empirical results of both experiments by the BIA+ model are presented in Figures 2–4 (Experiment 1) and Figures 5–7 (Experiment 2). For both experiments, the same parameter set was used. Parameters were set as in the original IA model, except for adjustments to account for 5-letter words rather than the usual 4-letter words (letter to word excitation: .056; letter to word inhibition: .05). Thus, for all simulations of the data in the first block, standard resting level activations were used for all Dutch and English words (between 0 for the most frequent word and –0.92 for the least frequent word across languages), implementing the assumption of language non-selective lexical access. To simulate the data from the second block, the resting level activation of target and/or prime words was adapted. In Simulation (a) (Figures 2 and 5), the resting level activation all target words was increased to –0.50 in the second block, to –0.25 in the third block and to 0 in the fourth block. This implements the assumption that the repeated recognition of a target word temporarily increases the relative resting level activation of that word. In Simulation (b) (Figures 3 and 6), the resting level activation of the prime was reduced to –2.92 in the second block, to –3.92 in the third block and to –4.92 in the fourth block. This implements the assumption that repeated recognition of a target word reduces the relative resting level activation of orthographically related words, because they are repeatedly inhibited by target words (principle 6). In Simulation (c) (Figures 4 and 7), both the resting level activation of the target and that of the primes were adapted at the same time (block 2: target –0.25, prime –2.92; block 3: target 0, prime –3.92; block 4: target 0, prime –4.92). 

<HB>Results<X>

Figures 2–7 show the results of the three simulation studies for the two experiments. As can be seen, Simulation (a) (in Figures 2 and 5) appears to capture the faster RTs that are observed in the two experiments when a target word is repeated. In contrast, Simulation (b) (in Figures 3 and 6) provides a much better reflection of the change in inhibition the target word displays in blocks 1 and later. Thus, a reduction of the resting level activation of target word neighbors was critical in simulating the effects of related word primes across blocks (from inhibition towards facilitation), but simulation (b) does not show any repetition effect of the target word. However, the combined manipulation of the resting level activations from target and prime (Simulation (c) in Figures 4 and 7) leads to a better fit with the data. This observation is reflected in the correlations between experimental and model data. These were found to correlate increasingly well going from Simulation (a) to (c):  Simulation (a): Pearson r = .59, p < .05 for Experiment 1 and r = .65, p < .01 for Experiment 2; Simulation (b): r = .68, p < .01 for Experiment 1 and r = .87, p < .001 for Experiment 2; and Simulation (c): r = 0.85, p < .001 for Experiment 1 and r = .97, p < .001 for Experiment 2. 

<Insert Figures 2-7 about here>

<HB>Discussion<X>

Simulations by the BIA+ model equipped with a mechanism to account for repetition effects were in line with our masked priming results. The facilitatory and inhibitory priming tendencies in block 1 for respectively nonword and word prime conditions were directly accounted for; simulating the repetition priming effects in block 2 and onwards required only an adjustment of the resting level activation of the target word and its competitors. The model simulations were theoretically informative as well, because they suggest that repetition involves a combination of two types of resting level adaptations: an increase in the resting level activation of the target word and a decrease in that of neighbor primes. 

In terms of the correlation between empirical and model data, the simulations for the two experiments led to an acceptable fit with the empirical data, both for the within-language priming effects of Experiment 1 (r = .85) and for the between-language priming effects of Experiment 2 (r = .97). Note that the manipulation of the model parameters was not arbitrary, but followed from the theoretical account provided by Grainger and Jacobs (1999). Both the elevation of the resting level activation for the word target after recognition and the reduction of resting level activation for competing word neighbors contributed to the fit between model data and empirical data. 

The simulations could be improved by fine-tuning the settings of the parameters, but this would not change the direction of the simulated effects. A further improvement of fit could perhaps also be obtained by lowering the L2 word frequencies in line with the observation that the subjective word frequencies in a second language must be lower than in the mother tongue. This would result in less lexical competition between the L2 prime words and the L1 target words and, consequently, to relatively larger facilitation effects for word targets. 

Although the presented BIA+ simulations provide a good fit with the empirical data, they appear to overestimate the inhibition effect obtained upon the first presentation of the target word. At least two reasons for the overestimation can be proposed. A first reason may be that our participants stressed response speed above accuracy (in line with their instructions). As argued by De Moor et al. (2005), this may have led to reduced inhibition effects. If participants focus more on speed, they could have lowered their response criteria. Simulations showed that lowering the response threshold from 0.7 to 0.67 indeed reduces the inhibition effect for word primes from 1.6 to 0.65 cycles, whereas the facilitation effect remains the same (3.6 and 3.7 cycles). This finding is in line with De Moor et al., who showed that a multiple-read-out IA model could account for their data if the task-dependent multiple criteria account of lexical decision by Grainger and Jacobs (1999) was applied. 

A second reason for the overestimation of empirical inhibition could be that, at least for our experimental situation, the present version of the IA and BIA+ models overestimate the degree of lateral inhibition between competing word candidates, both within and between languages. This problem might be solved by lowering the setting of the word-to-word inhibition parameter in the model, making it task sensitive. Alternatively, a more structural solution would be to replace the mechanism of lateral inhibition by a position-specific bottom-up mismatch mechanism, which would differentially activate or inhibit neighbors of the target word. Note that at present the IA and BIA+ models neglect the specific position of letter mismatch between prime and target (Janack et al., 2004; also see Colombo, 1986; Forster & Veres, 1998). As a consequence, inhibitory and facilitatory effects observed in empirical studies might be under- or overestimated. 
In spite of these points, and although the simulations might be further refined by considering familiarity and episodic effects (Cordier & Le Ny, 2005; Forster & Davis, 1984; Gernsbacher, 1984), the obtained correlations of .85 and .97 between mean RTs and cycle times across conditions and blocks indicate that BIA+ already captures the empirical data quite well. These simulations were conducted with adapted resting level activations to account for target word repetition. 

Note that the language nodes did not play any role in these BIA+ simulations. In earlier simulation studies involving the BIA model, top-down effects from the language nodes to the lexical level have been proposed to account for between-trial effects (e.g., van Heuven et al., 1998; Mansfield, Dijkstra, & Schiller, under revision). Language information derived from context was allowed to pre-activate one language node, leading to the suppression of words from other languages. It would appear that if this mechanism had been functional in the present study, English (L2) words would not have had a chance to be activated to any large extent. After all, the bilingual participants had used Dutch, their L1, all day and were completely unaware of the presence of English (L2) primes. Thus, their Dutch language node should have been quite active relative to the English one. It seems unlikely that an inhibitory cross-linguistic effect of 21 ms (block 1) could arise from L2 to L1 when proactive top-down inhibition from the language nodes to the lexical level was indeed operational. We therefore conclude that the present data are more easily understood in terms of the BIA+ model (Dijkstra & van Heuven, 2002) rather than in terms of the BIA model with active language nodes (Dijkstra & van Heuven, 1998; van Heuven et al., 1998). 

<Figure Captions for Simulation Study>
Figure 1. The Bilingual Interactive Activation Plus (BIA+) model for bilingual word recognition (Dijkstra and van Heuven, 2002). The simulations only involve the orthographic word, letter and feature representations. 

Figures 2–4. Experiment 1: Within-language simulation results by the BIA+ model. Mean number of time cycles for word targets in the related and unrelated word and nonword prime conditions across blocks. The resting level activation of the Dutch target word is increased across blocks (Figure 2); the resting level activation of English primes is decreased across blocks (Figure 3); both resting level activations change across blocks (Figure 4). 

Figures 5–7. Experiment 2: Between-language simulation results by the BIA+ model. Resting-level activation of Dutch target word is increased across blocks (Figure 5); the resting level activation of English primes is decreased across blocks (Figure 6); both resting level activations change across blocks (Figure 7). 

