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Appendix A: Descriptions of the predictors considered in this study

Japanese-English-bilingual-specific lexical predictors. Phonological similarity
(PhonologicalSimilarityJPN) is a rated cross-language phonological similarity measure
obtained by 10 Japanese speakers. Participants completed, in a spread sheet, phonological
similarity between English words (1% column) and Japanese words (2" column), using a
7-point scale. In order to safeguard PhonologicalSimilarityJPN from potential confound
arising from other lexical knowledge, we also considered objective Levenshtein distance
coding phonological similarity (PhonologicalDistance). PhonologicalDistance gauges
the number of operations required to transform Japanese words into the corresponding
English translation equivalents in their phonologically transcribed form (Levenshtein,
1966; Yarkoni, Balota, & Yap, 2008; Dijkstra et al., 2010; Gooskens & Heeringa, 2004;
Schepens, Dijkstra, & Grootjen, 2011; Schepens, Dijkstra, Grootjen, & van Heuven,
2013) based on the sdists function available inthe R package cba (Buchta &
Hahsler, 2009). In order to compare words of different lengths, we normalized the
phonological Levenshtein distance based on the length of target English words (M = 4.3,
SD = 1.4).

SemanticSimilarity was based on 10 Japanese-English bilingual readers’ ratings on
cross-language conceptual similarity. English and Japanese words were presented to the
raters side-by-side in two columns in a spreadsheet (English words in the 1% column and
Japanese words in the 2" column). Using a seven-point scale (1 = very different, 7 =

identical), the raters assessed the extent to which katakana loanwords in Japanese were



similar in meaning to the corresponding English target words and whether any Japanese
katakana words were completely unfamiliar to them.

FreqJPN reflected how many times Japanese katakana words appeared in a
Japanese newspaper corpus containing over three million words and covering the 14-year
period from 1985 to 1998 (Amano & Kondo, 2003). FreqJPN was log-transformed, as its
distribution had a long right tail. Note that it is often also possible to translate English
words to logographic kanji or moraic kana words, as well as katakana loanwords.
However, because the log-transformed frequency of kanji or kana translations obtained
from the same corpus was not a significant predictor, we do not further discuss it.

Although FregJPN comprises two distributions due to zero frequency of occurrence
for some words, the corresponding log-transformed Google document frequency measure
(GoogleFreqJPN) does not indicate such qualitative difference among the set of katakana
words (see Appendix B). This suggests that the zero frequencies in FregJPN are not due
to qualitative differences with respect to words’ lexical status, such as transliterations and
translations, but due to the fact that the written word corpus is conservative for the
purpose of the present study (i.e., it provides frequency counts for katakana words only
up to the year 1998 and only in the context of newspaper texts).

Finally, a factor Cognate (levels: Cognate and NotCognate) was considered in
addition to the above mentioned numerical predictors. Because considerable semantic
and phonological overlap and sufficient exposure to words are expected for such special
cognate representations to emerge in the first place, words with larger-than-the-average
values in all FregJPN, PhonologicalSimilarityJPN, and the conceptual similarity were

categorized into Cognate (N = 58).



Lexical distributional predictors of the target English words. As orthographic
predictors, we considered word length (Length) and orthographic Levenshtein distance
(OLD20, Yarkoni et al., 2008). A low OLD20 score indicates that a given word is located
within a dense orthographic space. To measure English word frequency, we used log-
transformed FreqHAL (HAL: Hyperspace Analogue to Language, Lund & Burgess, 1996;
Burgess, & Livesay, 1998, as available in Balota et al., 2007). SUBTLCD is a log-
transformed context diversity measure based on a number of films in which a given word
had been used (Adelman, Brown, & Quesada, 2006; Brysbaert & New, 2009a, 2009b).
We also considered ratings of word Imageability. Because SemanticSimilarity is expected
to vary with imageability, with a larger cross-linguistic variance for abstract concepts
relative to concrete concepts, Imageability safeguards our rated SemanticSimilarity
measure. We obtained Imageability scores rated by 10 native English readers, using a
seven-point scale (1 = not imageable, 7 = very imageable).

Task-related predictors and individual differences. In the response time
analyses, we considered the following variables: PreviousRT, inversely transformed RT
in the previous trial; Trial, the number of preceding trials; and PreviousResponseCorrect,
whether the responses in the preceding two trials were correct (see Baayen & Millin,
2010 for autocorrelation in the time-series of response times). In the eye-movement
analyses, we also considered PreviousFixationDuration for second fixation duration
analyses to account for potential spillover effects from the previous fixation. PreviousRT
Trial, and PreviousResponseCorrect were also considered in the eye-movement analyses.

Consideration of readers’ L2 proficiency is also important because such individual

differences potentially lead to distinct processing mechanisms (Kroll & Stewart, 1994;



Potter, So, von Eckhardt, & Feldman, 1984). In our sample, we considered log-
transformed participants’ months of stay away from Japan for each participant
(LengthOfStayCanada) in our regression analyses as a measure of L2 English proficiency.
LengthOfStayCanada naturally brings in several other components of language
proficiency; it highly correlated with age (r = .68, p = .001), with their vocabulary size in
English measured by X _Lex The Swansea Levels Test (Meara, 2005, r = .48, p =.03).

We leave the specific advantages and disadvantages of other related measures to future

research.



Appendix B: A matrix of scatterplots for Japanese and English frequencies.
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Appendix C: Aresidualization procedure

In order to study independent contributions of lexical distributional properties, we opted
for a residulization procedure to resolve multicollineariies. For example, OLD20 highly
correlates with Length, SUBTLCD, and the number of meanings in WordNet (Miller,
1990). OLD20 was therefore regressed on these three variables, and the residuals were
used as a new predictor OLD20_resid. The new predictor correlated significantly and
strongly with the original predictor (r = .67, p <.01 with OLD20). To safeguard our
measures, the same residualization procedure was applied to the following variables with
highly significant inter-correlations: SUBTLCD (regressed on FreqHAL and a number of
meanings); Imageability (regressed on FreqHAL, Length, number of meanings); FreqJPN
(regressed on FreqHAL, SUBTLCD, and number of meanings); SemanticSimilarity
(regressed on FreqJPN and GoogleFreqJPN). After the residualization procedure, all the
new predictors correlated significantly with the respective original predictors: r = .67 for
OLD20 _resid and OLD20, r =.75 for SUBTLCD _resid and SUBTLCD, and r = .95 for
FreqJPN_resid and FreqJPN. GoogleFreqJPN and PhonologicalDistance were not
included in statistical models together with FreqJPN and PhonologicalSimilarityJPN but
considered separately to assess whether the pattern of results remains unchanged when
one predictor is replaced with another. Task-related variables PreviousRT and
FirstSubgazeDuration were similarly regressed on correlated predictors (Trial for the
former and Trial, PreviousRT, FreqHAL, Length, and SUBTLCD for the latter), resulting

in PreviousRT _resid and FirstSubgazeDuration_resid.



Appendix D: Materials used in this study

English words used in the present study and their Japanese katakana translation and
phonology. The flap /i/ was used to encode English approximants /r/ and /l/. /$/ represents
a voiceless bilabial fricative. Vowels and consonants were repeated in the Japanese
phonological transcriptions to encode the Japanese-specific moraic long vowels, moraic
nasals, and moraic obstruents. Words marked with * were excluded from the analyses.

English Japanese Japanese English Japanese Japanese
word katakana phonology word katakana phonology
accent 77 b akusennto lesson Ly A ressunn
account Tk akaunnto letter | retaa
advance 7 RN R adobannsu library TAT 7Y — raibugarii
advantage 7 KT — adobannteedsi license VA A raisennsu
advice 7 KA R adobaisu magazine ~ TV magadzinn
agenda T A adzennda manifest v=7=x A} manigesuto
amateur* T~YF a7 amatfua manner ~ I manaa
anchor T — annkaa marble ~—7 ) maaburu
answer 7Y — annsaa margin = maadzinn
appeal 7 E—L apiigu massage <= massaadsi
arcade* 7T—=—F aakeedo matrix ~hrUw7 A matorikkusu
architect T—x7 7k aakitekuto measure AT — medzaa
aspect T AT b asupekuto medicine AT 4 A medisunn
attempt TR atemmputo merchant ~—F ¥k maatfannto
auction A= ar ookufonn message Ay—v messeeds3i
autumn W s SV ootamu method AV K mesoddo
avenue TN a— abenjuu minister SRS — minisutaa
balloon IN)— baguunn miracle N mirakugu
ballot* 2002 barotto mirror N mitaa
basket INAT b basuketto mission Iyva Yy miffonn
blanket VAV burannketto moment T—A b moomennto
bottom AN NV botomu monster T AL— monnsutaa
bracket AV buraketto morning ET—=7 mooninygu
breast 7 LA b buresuto motion T—T3 v moojfonn
breath TR buresu mountain TV maunntenn
bronze A=Y buronnzu muscle ~ v AV massuru
buffalo Ny T 7Ha— bagparoo museum NES PV mjuudziamu
buffer N T 7 badpaa nature X—F ¥ — neetfaa
bullet AN buretto needle =— kv niidogu
bulletin 7VT bugitenn notice =T A4 A nootisu




bundle
burden
business
butter
cabinet
camera
candle
cannon
career
cartoon
castle
catalog
cathedral*
cattle
ceiling*
century
challenge
champion
chance
channel
chapter
character
charter
cherry
chocolate
church
circuit*
circus
cluster
college
comment
complaint
component
condition
conflict
content
corner
couple
course
courtesy*
credit
crystal
culture
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banndogu
baadonn
bidzinesu
bataa
kjabinetto
kamera
kjanndogu
kjanonn
kjaria
kaatuunn
kjassuru
katarogu
kjafiidoraru
kjatoru
Jiitinpgu
senntfurii
tfarenndsi
tfammpionn
tfannsu
tfannnegu
tfaputaa
kjarakutaa
tfaataa
tferii
tfokoreeto
t[aatfi
saakitto
saakasu
kurasutaa
kareddsi
komennto
kommpureinnto
kommpoonennto
konndifonn
konndurikuto
konntennto
koonaa
kappuru
koosu
kaatefii
kuredsitto
kuisutagu
karutfaa

notion
number
occasion
office
opinion
opponent
option
palace
parade
paradise
paradox
pencil
peninsula*
period
personnel
phantom
planet
plastic
pocket
poison
police
politics
poverty
priest
prince
principle
prison
privilege
profile
program
promise
protest
rabbit
receipt
recipe
rescue
result
rocket
salary
sample
satellite*
scheme*
school
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noojonn
nammbaa
okeefonn
odisu
opinionn
opoonennto
opufonn
paresu
pareedo
paradaisu
paradokkusu
pennfigu
peninnsura
piciodo
paasoneru
danntomu
puranetto
purasutfikku
poketto
poizunn
porisu
poritikkusu
paabatii
purgiisuto
puginnsu
puginnfipugu
pugizunn
pugibireddsi
pugodiitu
pugoguramu
pugomisu
purotesuto
rabitto
refiito

tefipi
resukjuu
rizaguto
roketto
sararii
sammpuru
sateraito
sukiimu
sukuuru




damage
danger
debate
defense
degree
design
diagram
diamond
dilemma*
disaster
disease
district
doctrine*
domain
donkey
dragon
dungeon*
effort
elephant
embassy
emergency
emperor*
episode
example
expert
fashion
fatigue*
fellow
finance
flavor
flight
friend
garbage
garlic*
gender
grease*
guitar
hazard
helmet
heroin*
horizon
husband
impact
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dameedsi
denndzaa
dibeeto
digennsu
digurii
dezainn
daiaguramu
daiamonndo
dzirennma
dizasutaa
didziizu
disutorikuto
dokutorinn
domeinn
donnkii
doragonn
danndzonn
edooto
eredannto
emmbafii
imadzenn(ii
emmperaa
episoodo
eguzammpuru
ekisupaato
dgafjonn
datiigu
deroo
dainansu
dureebaa
duraito
durenndo
gaabiddsi
gaarikku
dsenndaa
guriisu
gitaa
hazaado
hetumetto
heroinn
horaizunn
hazubanndo
immpakuto

search
secretary
sentence
session
shadow
shield*
soccer
socket
soldier
source
speech
sponsor
square
stance
statue*
status
street
strength
string
studio
summer
surface
syndrome
system
talent
target
technique
template
temple
territory
texture
theatre
thread
threshold*
toilet
traffic
tragedy
treaty
tunnel
twilight
vanilla
vehicle
venture
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saat/i
sekuretaii
senntennsu
se[fonn
Jadoo
Jiitudo
sakkaa
soketto
sorudzaa
S00su
supiit/i
suponnsaa
sukuea
sutannsu
sutatfuu
suteetasu
sutoriito
sutorenngusu
sutoringgu
sutadszio
samaa
saadesu
Jinndoroomu
Jisutemu
tarennto
taagetto
tekunikku
temmpureeto
temmpugu
tegitorii
tekusutfa
Jiataa
sureddo
sureffuhoogudo
toiretto
toradikku
toradzedii
toriitii
tonnneu
towaigaito
banita
biikuru
benntfaa




incentive
industry
insect
instinct
interest
interval
interview
jacket
leisure
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innsenntibu
inndasutorii
innsekuto
innsutinnkuto
inntaresuto
inntaabaru
inntabjuu
dzaketto
redzaa

version
veteran*
village
violin
vitamin
volume
weather
whistle
witness
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baadzonn
beterann
bireddsi
baiorinn
bitaminn
bogjuumu
wezaa
hoissuru
wittonesu




Appendix E: A direct comparison between monolinguals and bilinguals

Estimate, standard error, t-value, p-value, and effect size (ms) of the fixed effects in the
model of Japanese-English bilinguals and English monolingual readers’ lexical decision

response times analyzed together for a direct comparison of the two groups.

Response time Type Estimate Std.Error t-value p-value  Effect size
(Intercept) -1.910  0.044 -43.72  <.0001
PreviousResponseCorrect (Error)  Task 0.065 0.009 7.23 <.0001 17
Trial Task -0.054  0.006 -8.79 <.0001 -63
PreviousRT Task 0.158 0.014 11.67 <.0001 115
FirstLanguage (Japanese) Individual 0.456 0.054 8.39 <.0001 127
Length Engl 0.030 0.008 3.90 .0001 24
FreqHAL Engl -0.031  0.007 -4.45 <.0001 -41
SUBTLCD _resid Engl -0.059  0.008 -6.99 <.0001 -66
Imageability_resid Engl -0.009  0.004 -1.94 .0520 -14
FreqJPN_resid Jpn-Engl -0.004  0.003 -1.77 0763 -13
PhonologicalSimilarity Jpn-Engl -0.001  0.006 -0.22 .8282 -2
SemanticSimilarity_resid Jpn-Engl -0.014  0.011 -1.31 1901 -16
Length Engl 66 (Jpn)

* FirstLanguage (Japanese) * Individual 0.019 0.007 2.69 .0071 24 (Engl)
Imageability_resid Engl 15 (Jpn)

* FirstLanguage (Japanese) * Individual 0.013 0.004 3.49 .0005 -14 (Engl)
Freq HAL Engl -134 (Jpn)

* FirstLanguage (Japanese) * Individual -0.036  0.007 -5.01 <.0001 -41 (Engl)
FreqJPN_resid Jpn-Engl -17 (Jpn)

* FirstLanguage (Japanese) * Individual 0.001 0.002 0.64 5223 -14 (Engl)
FreqHAL Engl Appendix C

* FreqJPN_resid * Jpn-Engl -0.002  0.002 -0.70 4828 (a, b)
FreqHAL Engl

* FreqJPN_resid * Jpn-Engl Appendix C

* FirstLanguage (Japanese) * Individual ~ 0.007 0.002 3.38 .0007 (a, b)

PhonologicalSimilarity Jpn-Engl Appendix C

* FirstLanguage (Japanese) * Individual -0.013  0.005 -2.56 .0105 (©
SemanticSimilarity_resid Jpn-Engl Appendix C

* FirstLanguage (Japanese) * Individual -0.024  0.009 -2.70 .0070 (d)
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Appendix F: Re-consideration of rated measures

As in many past studies, the present study relied on human rated measures.
However, there are many different ways to obtain rated measures, and there is no
consensus as to what best simulates on-line processing. The figure below summarizes the
cross-language similarity measures in phonology and semantics (indicated by solid and
dotted lines respectively).

In this study, the objective edit distance measure (PhonologicalDistance) replicated
the late effect, but not early effects, of the rated PhonologicalSimilarityJPN successfully.
This may be due to Japanese-English late bilinguals’ incomplete mental phonological
representations of English words, which was not assumed for PhonologicalDistance.
When a rated phonological similarity based on an assessment by 10 native English
speakers was considered (PhonologicalSimilarityENGL, M = 4.3, SD = 1.1), this variable
behaved much like the objective PhonologicalDistance albeit the fact that
PhonologicalSimilarityENGL correlated with PhonologicalSimilarityJPN (r = .63, p
< .01) more strongly than PhonologicalDistance (r = .40, p <.01). In the
PhonologicalSimilarityENGL rating task, the English speakers saw English words on a
computer display, while they heard corresponding Japanese words recorded by a native
female Japanese reader.

Similarly, there are different ways to rate cross-language SemanticSimilarity. A
reviewer pointed out that the result might be different if semantic similarity is rated in the
reversed direction (i.e., Japanese words in the first column and English words in the
second column). We therefore collected ratings from 9 Japanese-English bilinguals

(SemanticSimilarityReversed). This new measure correlates with SemanticSimilarity



largely (r = .73, p < .01) and replicated the semantic similarity effects (with an interaction

with PreviousRT) in response time and last fixation duration analyses.
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