ONLINE SUPPLEMENTARY MATERIAL
This supplementary material contains SAS codes for the imputation methods presented in the article ‘Missing portion sizes in FFQ – alternatives to use of standard portions’ and short explanations on how to implement the methods. Also supplemental analyses and considerations about the use of the different imputation methods have been added. 
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1.a. About Coca imputation

Coca is a method for substituting missing variables or missing single values with reasonable values creating less bias than using median values. This has been documented in the article ‘Nutrient and energy intakes from food frequency questionnaires - alternatives to standard portion sizes’. This article will be referred to as ‘the portion size article’.
The basic idea in Coca imputation is that instead of using a median value for substituting missing data, you can use information from a subject sharing approximately the same physiological characteristics as the subject with the missing data – a random subject in a ‘comparable category’. 

The ‘comparable categories’ can be used to impute a variable from dataset A to dataset B when the desired information does not exist in dataset B. The Coca method can also be used to substitute missing single values within dataset B when the desired variable does exist in B. 

Coca is applicable with multiple imputation. 

The Coca macro is a simple program that doesn’t take much processing power or time to run on a modern computer.

We have developed the method for imputation of portion sizes in food frequency questionnaires, but the Coca-principle can be generalized to handle missing variables or missing values in other types of data as well.

1.b. Generating the comparable categories

You have to choose some meaningful variables to create suitable comparable categories. The choice of variables defining the categories depends on the data available and the variable you want to impute. In the portion size article we imputed portion sizes in food frequency questionnaires. Based on earlier reports and physiological reasoning we hypothesized that portion sizes depend on age, gender, physical activity, weight, and height. We call these ‘informing variables’. In another project we used a question from the frequency chapter that was actually a portion size: ‘number of potatoes with warm meals’ instead of height. However, the validity of an informing variable like that depends on the cultural context. In Denmark it is obviously a good indicator for portion sizes because Danes tend to eat many potatoes whereas people from other places may eat primarily rice or other foods.
To create the categories we dichotomize the informing variables approximately at their median values. In Supplemental Table S1 the principle is demonstrated. It doesn’t matter in which order the informing variable enters the categorization tree. We chose to let missing values within the informing variables be categorized in the ‘lower category’. This rather simple categorization can certainly be elaborated. 

In the portion size article the median values of the informing variables, in the two datasets A and B were almost identical. In two unrelated but comparable datasets the median values will always differ. In this case we used the mean of the medians from the two dataset as threshold for dichotomization. For instance, in one dataset the median age was 48 years and in the other dataset the median age was 52; so we used age = 50 as cut off value in the dichotomization to create the comparable categories in both dataset. But really, any value can be used.

	Supplemental Table S1. The principle behind the ‘Comparable Categories’ – the Coca method

	Physical activity
	Height
	Gender
	Weight
	Age
	Category

	Sedentary
	< median height
	Male
	< median weight
	< median age
	1

	
	
	
	
	≥ median age
	2

	
	
	
	≥ median weight
	< median age
	3

	
	
	
	
	≥ median age
	4

	
	
	Female
	< median weight
	< median age
	5

	
	
	
	
	≥ median age
	6

	
	
	
	≥ median weight
	< median age
	7

	
	
	
	
	≥ median age
	8

	
	≥ median height
	Male
	< median weight
	< median age
	9

	
	
	
	
	≥ median age
	10

	
	
	
	≥ median weight
	< median age
	11

	
	
	
	
	≥ median age
	12

	
	
	Female
	< median weight
	< median age
	13

	
	
	
	
	≥ median age
	14

	
	
	
	≥ median weight
	< median age
	15

	
	
	
	
	≥ median age
	16

	Active
	< median height
	Male
	< median weight
	< median age
	17

	
	
	
	
	≥ median age
	18

	
	
	
	≥ median weight
	< median age
	19

	
	
	
	
	≥ median age
	20

	
	
	Female
	< median weight
	< median age
	21

	
	
	
	
	≥ median age
	22

	
	
	
	≥ median weight
	< median age
	23

	
	
	
	
	≥ median age
	24

	
	≥ median height
	Male
	< median weight
	< median age
	25

	
	
	
	
	≥ median age
	26

	
	
	
	≥ median weight
	< median age
	27

	
	
	
	
	≥ median age
	28

	
	
	Female
	< median weight
	< median age
	29

	
	
	
	
	≥ median age
	30

	
	
	
	≥ median weight
	< median age
	31

	
	
	
	
	≥ median age
	32






The subjects were divided into 32 categories. The categories were created by first dividing the subjects by level of physical activity, then dichotomized on median values of height, then divided by gender, split on median values of weight, and age. Each of these categories contains individuals sharing approximately the same physiological characteristics. For each subject in dataset B the portion sizes were substituted by a set of portion sizes from a random subject in the ‘comparable category’ in dataset A.

1.c. SAS code for generating the comparable categories


data A; set imputation.A;





if physical_activity=<2 then PA=1;


else if physical_activity>=3 then PA=2;


if height=<166 then H=1;




else if height>166 then H=2;

if weight>=74 then W=1;





else if weight <74 then W=2;

if age=<50 then A=1;






else if age>50 then A=2;


if PA=1 and H=1 and sex=0 and W=1 and A=1 then category=1;


if PA=1 and H=1 and sex=0 and W=1 and A=2 then category=2;


if PA=1 and H=1 and sex=0 and W=2 and A=1 then category=3;


if PA=1 and H=1 and sex=0 and W=2 and A=2 then category=4;


if PA=1 and H=1 and sex=1 and W=1 and A=1 then category=5;


if PA=1 and H=1 and sex=1 and W=1 and A=2 then category=6;


if PA=1 and H=1 and sex=1 and W=2 and A=1 then category=7;


if PA=1 and H=1 and sex=1 and W=2 and A=2 then category=8; 


if PA=1 and H=2 and sex=0 and W=1 and A=1 then category=9;


if PA=1 and H=2 and sex=0 and W=1 and A=2 then category=10;


if PA=1 and H=2 and sex=0 and W=2 and A=1 then category=11;


if PA=1 and H=2 and sex=0 and W=2 and A=2 then category=12;


if PA=1 and H=2 and sex=1 and W=1 and A=1 then category=13;


if PA=1 and H=2 and sex=1 and W=1 and A=2 then category=14;


if PA=1 and H=2 and sex=1 and W=2 and A=1 then category=15;


if PA=1 and H=2 and sex=1 and W=2 and A=2 then category=16;


if PA=2 and H=1 and sex=0 and W=1 and A=1 then category=17;


if PA=2 and H=1 and sex=0 and W=1 and A=2 then category=18;


if PA=2 and H=1 and sex=0 and W=2 and A=1 then category=19;


if PA=2 and H=1 and sex=0 and W=2 and A=2 then category=20;


if PA=2 and H=1 and sex=1 and W=1 and A=1 then category=21;


if PA=2 and H=1 and sex=1 and W=1 and A=2 then category=22;


if PA=2 and H=1 and sex=1 and W=2 and A=1 then category=23;


if PA=2 and H=1 and sex=1 and W=2 and A=2 then category=24; 


if PA=2 and H=2 and sex=0 and W=1 and A=1 then category=25;


if PA=2 and H=2 and sex=0 and W=1 and A=2 then category=26;


if PA=2 and H=2 and sex=0 and W=2 and A=1 then category=27;


if PA=2 and H=2 and sex=0 and W=2 and A=2 then category=28;


if PA=2 and H=2 and sex=1 and W=1 and A=1 then category=29;


if PA=2 and H=2 and sex=1 and W=1 and A=2 then category=30;


if PA=2 and H=2 and sex=1 and W=2 and A=1 then category=31;


if PA=2 and H=2 and sex=1 and W=2 and A=2 then category=32;


run;
1.d. SAS code for Coca imputation of variables from dataset A to dataset B

When portion sizes (or another variable) do not exist in your dataset B and you want to impute it from another dataset A, you can do this with the Coca method. Dataset B should at least contain the variables ‘id’ and ‘category’. Dataset A should only contain the variable ‘category’ and portion sizes (ps1, ps2, ps3 …). The SAS-macro (‘Coca cold deck’) below is sampling a set of all values (here portion sizes) from one random subject in dataset A, and assigns them to a subject in the comparable category in dataset B.
Depending on the size of the learning dataset and the number of categories, empty or tiny categories may occur. This can be solved by changing the cut-off values in the dichotomization or by merging neighbor categories. Empty categories in dataset B are ok, but an empty category in the learning dataset A will impute an empty portion size with ‘Coca cold deck’. The problem can be solved by changing the cut-off values in the dichotomization or by merging neighbor categories. 

/*** Coca cold deck ***/
data B; set imputation.B;



run;

data A; set imputation.A;



keep category ps1 ps2 ps3 ps4 ps5 ps6 ps7 ps8 … ;

run;

%macro cocacd(setg,sett,cat,seed);

   proc sort data=&sett; by &cat;

   proc sort data=&setg; by &cat;

   ods listing close; run;

   ods output OneWayFreqs=ncat; run;

   proc freq data=&setg; table &cat; run;

   ods listing; run;

   data ncat; set ncat; keep &cat Frequency;

   proc sort data=ncat; by &cat;

   data &sett; merge &sett ncat; by &cat;

      cd=ceil(Frequency*ranuni(&seed));


  idt=_N_;

   data &setg; set &setg; by &cat;

      retain cd;

      if first.&cat then cd=0;


  cd=cd+1;

   proc sort data=&sett; by &cat cd;

   proc sort data=&setg; by &cat cd;

   data &sett; merge &sett &setg; by &cat cd;

      if idt>=0;


  drop Frequency cd idt;

%mend; run;

%cocacd(A,B,category,188789); run;

data imputation.Bps; set work.B;

proc sort; by id;

run;
The green number 188789 is the seed. It has to be changed every time the macro is used in order to get another random draw. The seed -1 makes a random value. 

1.e. SAS code for Coca imputation of missing single values within the same dataset

You can handle the ‘missing single values problem’ using the Coca method. E.g. you have a dataset B with 10% missing values on physical activity and you want to impute the missing values. First you make a reasonable categorization as explained above. For physical activity we used age, gender, BMI, fasting blood sugar and ‘number of potatoes with warm meals’. Dataset B should contain at least the variables ‘category’ and ‘physical activity’ (including the 10% with a missing value). The SAS-macro (‘Coca hot deck’) below is sampling a single value for physical activity for each missing value (in this specific variable) from a random subject in the same comparable category within dataset B.
/*** Coca hot deck ***/
data B; set imputation.B;



run;

%macro cocahd(var,set,cat,misslim,myimp,seed);

   data dc; set &set; if &var>&misslim;


   data dm; set &set; if &var<&misslim;
drop &var;

   ods listing close; run;

   ods output OneWayFreqs=ncat; run;

   proc freq data=dc; table &cat; run;

   ods listing; run; 

   data ncat; set ncat; keep &cat Frequency;

   proc sort data=ncat; by &cat;

   proc sort data=dm; by &cat;

   data dm; merge dm ncat; by &cat;

      cd=ceil(Frequency*ranuni(&seed));


  idt=_N_;

   proc sort data=dc; by &cat;

   data dimp; set dc; by &cat;

      retain cd;

      if first.&cat then cd=0;


  cd=cd+1;


  keep cd &cat &var;

   proc sort data=dimp; by &cat cd;

   proc sort data=dm; by &cat cd;

   data dm; merge dm dimp; by &cat cd;

      if idt>=0;


  drop Frequency cd idt;

   data &set; set dm dc;

   data &set; set &set; if &var<&misslim then &var=&myimp; drop cd;

%mend; 

run;
data B; set work.B;

%cocahd(physicalactivity,B,category,-10000000,0,5207); run; 


data imputation.Bpa; set work.B;



if id<0 then delete;

run;

The green number 5207 is the seed. It has to be changed every time the macro is used in order to get another random draw. The seed -1 makes a random value. The 0 in (physicalactivity,B,category,-10000000,0,5207) denotes that if dataset A has got a missing value and it is imputed to dataset B it is substituted by 0. This number should be set to a reasonable value depending on the context, for instance the median, or zero if missing frequencies are imputed (se chapter 6).
1.f. Improving and developing Coca

Since height, weight, age, and gender are input variables in computing the basal metabolic rate (BMR). We  tested Coca in categories of BMR combined with categories of physical activity (PA). We developed ‘Coca BMR 32‘ with 32 categories (4 PA categories and 8 BMR categories on opproximate octiles - we had to fit the BMR cut-offs a bit in order to avoid empty categories), and ‘Coca BMR 16‘ with 16 categories (4 PA categories and 8 BMR categories on approximate quartiles).

The results are presented in Supplemental Table S2. The BMR versions did not perform better that the original Coca.

We also tested the Coca BMR 16 with a half size learning dataset: ‘Coca ½ BMR 16‘.The results are presented in Supplemental Table S2. The performance was not reduced by the smaller learning dataset.  The size of the learning dataset probably doesn’t matter much as long as there’s enough (the more the better, but at least a handful of subjects) in each category.
	Supplemental Table S2. Estimation of energy intakes with five imputation methods – total energy and intake from macronutrients

	
	Men
	
	
	
	
	
	
	Women
	
	
	
	
	

	
	KJ
	95%CI
	RMSE
	95%CI
	Bias
	95%CI
	
	KJ
	95%CI
	RMSE
	95%CI
	Bias
	95%CI

	Total energy
	
	
	
	
	
	
	
	
	
	
	
	
	

	   Reference
	10 971
	10 810-11 132
	ref
	-
	ref
	-
	
	8805
	8690-8920
	ref
	-
	ref
	-

	   Standard SNS
	10 139
	10 091-10 187
	1330
	1297-1362
	896
	866-926
	
	8519
	8497-8540
	958
	904-913
	236
	222-256

	   Standard
	10 446
	10 369-10 495
	1118
	1098-1139
	579
	563-596
	
	8282
	8261-8304
	1061
	1011-1111
	469
	455-482

	   Coca
	10 791
	10 749-10 834
	1230
	1196-1264
	234
	207-261
	
	8563
	8535-8591
	1146
	1087-1205
	188
	166-210

	   Coca BMR 32
	10 712
	10 652-10 771
	1297
	1257-1336
	313
	266-361
	
	8550
	8521-8579
	1210
	1154-1266
	201
	176-227

	   Coca BMR 16
	10 687
	10 633-10 741
	1296
	1259-1333
	338
	302-375
	
	8566
	8529-8603
	1208
	1163-1253
	185
	152-219

	   Coca ½ BMR 16
	10 708
	10 644-10 772
	1298
	1261-1335
	317
	280-354
	
	8572
	8526-8618
	1161
	1118-1204
	179
	133-225

	Fat
	
	
	
	
	
	
	
	
	
	
	
	
	

	   Reference
	3425
	3364-3487
	ref
	-
	ref
	-
	
	2637
	2596-2677
	ref
	-
	ref
	-

	   Standard SNS
	3230 
	3214-3247
	422
	408-437
	219
	209-228
	
	2656
	2648-2664
	297
	284-310
	-39
	-41-(-36)

	   Standard
	3323
	3306-3339
	375
	364-386
	124
	119-130
	
	2551
	2542-2560
	305
	292-317
	67
	65-70

	Protein
	
	
	
	
	
	
	
	
	
	
	
	
	

	   Reference
	1770
	1744-1796
	ref
	-
	ref
	-
	
	1437
	1419-1454
	ref
	-
	ref
	-

	   Standard SNS
	1644
	1636-1652
	249
	241-257
	137
	131-143
	
	1463
	1460-1465
	190
	187-193
	-33
	-36-(-31)

	   Standard
	1721
	1713-1729
	210
	205-215
	57
	54-60
	
	1380
	1377-1382
	191
	188-193
	49
	47-50

	Carbohydrates
	
	
	
	
	
	
	
	
	
	
	
	
	

	   Reference
	4625
	4572-4679
	ref
	-
	ref
	-
	
	3875
	3831-3919
	ref
	-
	ref
	-

	   Standard SNS
	4172
	4150-4194
	698
	682-714
	478
	465-491
	
	3572
	3559-3585
	643
	576-710
	285
	274-296

	   Standard
	4279
	4257-4301
	613
	598-627
	362
	354-371
	
	3536
	3522-3549
	675
	616-733
	319
	307-330

	
	
	
	
	
	
	
	
	
	
	
	
	
	


The imputation methods are compared by their ability to predict the Reference. The Reference energy intakes were computed with a set of complete observed portion sizes. Standard: sex specific median portion sizes. Standard SNS: median portion sizes for all – non-sex-specific. Coca: comparable categories as described in the portion size article. Coca BMR 32, Coca BMR 16, and Coca ½ BMR 16: ses chapter 1.b. RMSE: rooted mean squared error. Bias: mean error. The results presented are mean values of 10 imputations with each method (on random splits of the data). NB: a positive value on the y-axis indicates an underestimation of the reference energy intake.
2.a. About KNN imputation

In the original ‘K nearest neighbors’ (KNN) method a missing value is determined by a majority vote of its nearest neighbors, being the most similar observations in the sample in terms of a set of informing variables. The proximity is measured by the Euclidean distance between the informing variables. K refers to the number of neighbors included in the vote. 

The ‘r’ in the macro name ‘knnr’ indicates that we recoded the original KNN and introduced random sampling among the ‘neighbors’, which made KNN suitable for multiple imputation.

Missing single values or entire variables can be imputed with the KNN method. In this example we imputed all the portion sizes from dataset A to dataset B. Dataset B should contain at least the informing variables age, sex, weight, height, physical activity (or another set of relevant informing depending on the context) and an ‘id’. Dataset A should contain at least the informing variables chosen and portion sizes (ps1, ps2, ps3 …). 

‘Cats’ is the number of categories in the specific portion size item. The variable has to be categorical with no more than 6 categories.

Unlike Coca the present KNN macro does not sample all missing values in one draw, but single values in multiple draws. We also developed and tested a ‘KNN random sampling- all-missing-in-one-draw’ but it was not as accurate as the present macro, but the bias was more homogeneous between men and women.
The KNN method seemed to us quite appealing at a first glance and apparently less arbitrary than the Coca method. However, it proved to be very time consuming for the computers to run and less accurate than the other stochastic methods tested in the portion size article.

2.b. SAS code for KNN

/*** KNN weighted probability single value sampling ***/
%macro knnr(setg,sett,imp,var,k,cats,seed);

   data &sett; set &sett; idt=_N_;

   proc sort data=&sett; by idt;

   data &setg; set &setg; myv=&imp;

   ods listing close; run; 

   ods output PostTestClass=_PostTestClass;

   proc discrim data=&setg test=&sett testout=_score1 method=npar k=&k testlist;

      class myv;

      var &var;
run;

   ods listing; run;

   data _posttestclass; set _posttestclass;


      if _0=. then _0=0;


  if _1=. then _1=0;


  if _2=. then _2=0;


  if _3=. then _3=0;


  if _4=. then _4=0;


  if _5=. then _5=0;

      if &cats=2 then do;

         &imp=rantbl(&seed,_0); 

         &imp=&imp-1; end; 

      else if &cats=4 then do; 

         &imp=rantbl(&seed,_1,_2,_3); end;

      else if &cats=6 then do;


     &imp=rantbl(&seed,_1,_2,_3,_4,_5); end;

      else


     &imp=0;


  idt=Obs;

   keep idt &imp;

   proc sort data=_posttestclass; by idt; 

   data &sett; merge &sett _posttestclass; by idt; drop idt;

%mend; run;

%knnr(A,B,ps1,age SEX weight height physicalactivity,20,6,-1); run;

%knnr(A,B,ps2,age SEX weight height physicalactivity,20,4,-1); run;

%knnr(A,B,ps3,age SEX weight height physicalactivity,20,4,-1); run;

%knnr(A,B,ps4,age SEX weight height physicalactivity,20,4,-1); run;

%knnr(A,B,ps5,age SEX weight height physicalactivity,20,4,-1); run;

%knnr(A,B,ps6,age SEX weight height physicalactivity,20,4,-1); run;

data Bps; set work.B;
proc sort; by id;

run;

The green number -1 is the seed, and ‘cats’ (here 6 or 4) denote the number of categories in each portion size item.

3.a. About MLR imputation

Missing single values or entire variables can be imputed with the Multinomial Logistic Regression (MLR) method. In the portion size article it was documented that the MLR method provided the best agreement between imputed and observed values and had less bias than the other methods tested. 

In this example we imputed all the portion sizes from dataset A to dataset B. Dataset B should contain at least the informing variables age, sex, weight, height, physical activity (or another set of relevant informing depending on the context) and an ‘id’. Dataset A should contain at least the informing variables chosen and portion sizes (ps1, ps2, ps3 …). 

In the MLR macro we assumed ‘proportional odds’ between the outcome categories. The assumption of proportional odds is not necessarily correct, but we assumed that other more general models would produce more noise.

Weighted probability sampling among the portion size categories made it suitable for multiple imputation.

‘Cats’ is the number of categories in the specific portion size item. The variable has to be categorical with no more than 6 categories.

Unlike Coca the present MLR macro does not sample a set of values in one draw, but single values in multiple draws. 

The MLR proved to be very time consuming for the computers to run.
3.b. SAS code for MLR 


/*** MLR weighted probability single value sampling ***/
%macro mlr(setg,sett,imp,var,cats,seed);

   data &sett; set &sett; idt=_N_;

   proc sort data=&sett; by idt;

   data &setg; set &setg;

   data seta; set &sett &setg;

   ods listing close; run;

   proc logistic data=seta; model &imp=&var; output out=_probs p=p predprobs=cumulative; run;

   ods listing; run;

   data _probs; set _probs; if idt>0; proc sort data=_probs; by idt;

   data _rand; set &sett; r=ranuni(&seed); keep idt r; proc sort data=_rand; by idt;

   data _probs; merge _probs _rand; by idt;
count=(r>p);

   proc means data=_probs noprint sum; var count; by idt; output out=_probs sum=&imp;

   data _probs; set _probs; if &cats>2 then do; &imp=&imp+1; end; keep idt &imp;

   proc sort data=_probs; by idt; 

   data &sett; merge &sett _probs; by idt; drop idt;

%mend; run;

%mlr(A,B,ps1,age SEX physicalactivity weight height,6,-1); run;

%mlr(A,B,ps2,age SEX physicalactivity weight height,4,-1); run;

%mlr(A,B,ps3,age SEX physicalactivity weight height,4,-1); run;

%mlr(A,B,ps4,age SEX physicalactivity weight height,4,-1); run;

%mlr(A,B,ps5,age SEX physicalactivity weight height,4,-1); run;

data imputation.Bps; set work.B;




proc sort; by nr;

run;

4. About median imputation


We tested both non-sex-specific median imputation and sex-specific median imputation. The results are displayed in Supplemental Table S2. The median methods underestimated the reference energy intake more than the other methods tested. As expected non-sex-specific median imputation grossly underestimated the energy intake in men, but surprisingly the non-sex-specific median imputation was more accurate for women than the sex-specific median imputation.

In the article ‘Missing portion sizes in food frequency questionnaires - alternatives to use of standard portions’ the sex-specific median portion sizes were determined from the entire sample [men n=1546] [women n=2182] and these values were imputed in all of the 10 splits of dataset B. 

We checked the sex-specific median in all splits of dataset A , and in some of the splits one or two of the 39 median portion sizes actually varied one category up or down compared to the population sex-specific medians. However, the use of the specific dataset A sex-specific median would induce bias: Unlike with the stochastic methods, the imputed sex-specific median values were not random. Thus, for a median portion size in dataset A that, as a consequence of the specific split, was smaller than the population median, the corresponding ‘true’ reference portion size in dataset B would be larger. This bias would be a result of our study design rather than of the median method, and therefore we used the sex-specific population medians for all.

5. How to do multiple regression modeling with multiple datasets


When you have created multiple, say 10, dataset with e.g. nutrient and energy intakes, you have to create a new variable ‘dataset’ and give all observations in the first dataset the value 1, in the second dataset all observations should have the value 2, etc. Then you combine the 10 dataset into one dataset using this code:
data mega; set i1m i2m i3m i4m i5m i6m i7m i8m i9m i10m; run;
To do multiple linear regression analyses (in a generalized model) of fructose as the exposure of interest and BMI as the outcome you can use this set up. The code makes 10 regression analyses, one for each ‘dataset’, and the resulting estimate is the mean of the 10 values (Rubin DB, Schenker N. Multiple imputation in health-care databases: an overview and some applications. Stat Med 1991;10:585-98).
/*** Multiple linear regression with multiple dataset ***/
data mega; set mega;

proc sort data=mega; by dataset; run;

*ods listing close; run;

ods output ParameterEstimates=mypar; run;

proc genmod;

class sex tobacco education;

model 


bmi=

fructose

age

sex 

tobacco 

education 

energi;



by dataset;

run;

*ods listing; run;

data mypar; set mypar; if Parameter="fructose"; myVar=StdErr*StdErr; run;

proc print data=mypar; run;

proc means data=mypar noprint mean; var Estimate myVar; output out=myMIEst mean=MIEst MIVarW; run;

proc means data=mypar var; var Estimate; output out=myMIVar var=MIVarB; run;

data myMIEst; merge myMIEst myMIVar; by _TYPE_; 

   MIVar=MIVarW + (((_FREQ_+1)/_FREQ_)*MIVarB);

   MISE=sqrt(MIVar);

   MIEst_l=MIEst-(1.96*MISE);
   MIEst_u=MIEst+(1.96*MISE);

   MIt=-1*abs(MIEst/MISE);

   MIp=2*cdf('NORMAL',MIt);

   keep MIEst MISE MIEst_l MIEst_u MIp MIt _FREQ_;

run;

proc print data=myMIEst; run;

6. Considerations about missing frequencies

How to handle missing frequency data in FFQs? This is a separate question that we did not cover in the portion size article. Evidence exists that a missing frequency value is likely to be truly missing (the subject does not consume the food at all) if the food in question is a rarely consumed food. Whereas, if the food is commonly consumed the missing value is likely missing by mistake (Frazer et al. Epidemiology. 2009). So, unlike portion size items frequency items can be truly missing (or if a subject does not eat rice, there’s no harm done by imputing a rice portion size for her, since there is no frequency question to be multiplied with the proposed portion size).
However, we think it is reasonable to impute missing frequencies from the subjects within the same dataset with a complete set of portion sizes, since missing frequencies in this group were more likely truly missing (as we know the subjects filled in the portion sizes with great conscience). This is straight forward with the ‘Coca hot deck’ SAS code given in chapter 1.e. , but we have not validated this method. The alternative is ‘complete case analysis’ or to interpret all missing as the lowest frequency/zero or the median frequency.
7. Spearman’s rank correlation with the four imputation methods
Spearman’s rho was used to compare the ranking of the subjects; comparing the reference TE with the TE calculated with imputed portion sizes.

Supplemental Table S3. Spearman’s rank correlation of the subjects, comparing 
the reference TE with the TE calculated with imputed portion sizes

	
	Men
	
	Women

	
	Spearman’s 
rho
	95% CI
	
	Spearman’s 
rho
	95% CI

	Median
	0·961
	0·955-0·966
	
	0·941
	0·934-0·948

	MLR
	0·948
	0·943-0·953
	
	0·931
	0·923-0·939

	KNN
	0·933
	0·924-0·942
	
	0·902
	0·890-0·912

	Coca
	0·932
	0·922-0·941
	
	0·908
	0·897-0·918


These results derive from one random split of the data (the same
dataset as used in fig. 1).

All the methods had high spearman’s rank correlation, but median and MLR imputation performed slightly better than KNN and Coca.
